Chapter 9

Synchronization and phase-locked
loops

9.1 Introduction

In the previous chapter we laid out the basics of coherence theory as applies primarily to waves.
Once inside the brain, the transduced sound no longer retains its wave characteristics, with the
exception of its temporal properties that are synchronized to the external wave, either in carrier
or in envelope. This enables a temporal continuity that applies to coherence, as is used in neu-
rophysiological modeling. Specifically in hearing, carrier synchronization is mediated through the
phase-locking process, which is possible at frequencies that are low enough for the neurons to track.
What causes phase locking to appear in the auditory nerve pattern? This is usually not accounted for
in cochlear mechanical models and is taken for granted in phenomenological models of the auditory
nerve, whose input originates right at the synaptic interface between the inner hair cells (IHCs) and
the auditory nerve. We would like to fill in this gap by showing that the organ of Corti and the
outer hair cells (OHCs) can work as a phase-locked loop (PLL)—a circuit that synchronizes a local
oscillator to an external source. As it turns out, different elements of the OHCs can assume the
necessary components of a PLL—a phase detector that generates quadratic distortion components
(f2 — f1), a low-pass filter, and an oscillator that feeds back to the phase detector and serves as an
output. While this model does not necessarily contradict the presently known or assumed functions
of the OHCs (notably, amplification), it indicates that an important function of the OHCs may have
been overlooked and that the cochlea and the auditory brain work in concert. In §16.4.2 we will
additionally explore the possibility that efferent-mediated auditory accommodation has something
to do with actively setting the PLL. In a narrower sense, though, the purpose of this chapter is to
prove that external signal coherence can be conserved by the system, but not in an unconditional
way.

In the next sections, we will review the general features of nonlinear synchronization in dynamical
systems and specifically focus on PLLs. Then, a short proof of coherence conservation is sketched,
using tools from the previous chapter. We will then quickly review the equivalence between a PLL
and a general nonlinear oscillator, and draw parallels to known characteristics of the OHCs. We
will then associate the different PLL components with known mechanisms in the OHCs, including
some that are not so well understood that have not been well-accounted for in current models of
the auditory system. We will finally consider potential evidence that can attest to some qualitative
predictions that are made by the PLL model.
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Noun Adjective
synchronization synchronized
(phase) synchronous
synchrony/synchronicity

entrainment entrained

phase locking, phaselock phase-locked, locked
frequency locking frequency-locked
mode locking mode-locked
coherence, coherency coherent
correlation correlated
coincidence coincident

Table 9.1: A list of near-synonyms that relate to the concept of synchronization. The differ-
ences in meaning are generally subtle and not always consistent between different texts and
authors. Specific meanings that are employed in this work are defined in the text.

9.2 Background

Synchronization is a universal nonlinear phenomenon that applies to a very broad class of systems
in the natural world and in engineering. It occurs when the oscillations or rhythms of two or more
independent systems adjust to one another due to (weak) coupling between them (Pikovsky and
Kurths, 2001). It is critically distinguished from systems that contain a resonant component that
would not oscillate on its own (i.e., it does not have an internal energy source). It is also distinguished
from systems that are coupled so rigidly that they effectively become one, which means that the
output phase of the forced system is tightly determined by the input. Hence, the response of two
synchronized oscillators does not behave like a resonant filter, even if the two outputs appear to be
the same under certain conditions.

The first documented synchronized systems were originally discovered in mechanics and later in
acoustics. The discovery of mode locking is attributed to Huygens, who patented the pendulum
clock in 1656 and found out that the pendulum motion of two clocks hanging from the same wooden
beam became tightly synchronized, only in anti-phase, due to imperceptible coupling through the
beam (Pikovsky and Kurths, 2001). More than two centuries later, Rayleigh observed that when the
ends of two organ pipes that are slightly mistuned are brought close together, they tend to resonate
in unison, instead of beating slowly together (Rayleigh, 1879b, 1945, p. 322c; see also, Gripon,
1874 for an even earlier account; additionally, see Abel et al., 2006 for modern measurements and
model). Effectively, the fundamental modes of the two pipes become locked when the difference in
their resonance frequencies is small and when the pipes are closely positioned. Using more precise
measurement tools, Rayleigh (1907a) also found a very similar effect in two vibrating tuning forks
that are slightly detuned, even when their coupling was very weak—through the air, or with a thin
cotton thread.

Further notable discoveries of synchronization effects were mainly in electronic circuits with
coupled oscillators (Vincent, 1919; Eccles and Vincent, 1920; Appleton, 1922; van der Pol, 1926).
The associated electronic principles were critical in applied communication engineering and therefore
received much theoretical attention subsequently. Many other phenomena in different domains (e.g.,
chemical, ecological) have been identified since (see Pikovsky and Kurths, 2001 for a review and
further bibliography).

A more general type of synchronization can take place within a single oscillator that has multiple
normal modes or coupled oscillators with different frequencies. Such higher-order synchroniza-
tion between different modes is relatively general and can occur when the natural frequencies of
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two coupled systems are nearly harmonically related (Pikovsky and Kurths, 2001, p. 104):
nwy & Muws (9.1)

where n and m are two integers and w; and wy are angular frequencies. Thus, even though few real-
world vibrating objects are precisely harmonic, it is theoretically possible to induce nearly-harmonic
modes to vibrate harmonically by coupling the objects together. By virtue of nonlinear mode-
locking, musical instruments that produce sustained notes often end up producing harmonic sound
under certain conditions (Fletcher and Rossing, 1998, pp. 143-144). It is difficult to estimate how
prevalent these conditions may be encountered in real life, though, as they are rather restrictive (see
§3.3.1 for more details and examples).

Synchronization phenomena consist of numerous systems and a very rich set of effects and
methods that appear in diverse contexts. We would like to focus on one particularly influential
system, the phase-locked loop (PLL), which encapsulates some of these effects in a way that can
be applied to hearing, without loss of generality. In addition to being a powerful model with high
explanatory power, the PLL also provides a biomechanical and neurophysiological link to the signal
coherence arriving from the environment, as was described in the previous chapter.

9.3 The phase-locked loop (PLL)

In the following, the principles of operation of the PLL, its main applications, and some of its key
specifications and limitations are going to be briefly reviewed, based on texts by Wolaver (1991);
Stephens (2001); Margaris (2004); Gardner (2005) as well as a short introduction in Couch Il (2013,
pp. 282-290).

One of the most common requirements in communication systems and in numerous other elec-
tronic systems is to force a local oscillator to track the instantaneous phase variations of an external
(reference) signal. The PLL is perhaps the most common device that achieves this function. It has
had a century-long history in modern electronic engineering and control theory (Stephens, 2001,
pp. 1-9). It is not an overstatement to say that the fidelity of modern communication technology
would have been impossible without the invention and perfection of the PLL, which enables the syn-
chronization of receivers to transmitters at arbitrary distances, frequency channels, and modulation
techniques, often in prohibitive noise conditions.

The most basic PLL architecture can appear deceptively simple—it consists of an external signal
fed into a phase detector that is connected to a local oscillator, which is itself connected by a
feedback loop back to the phase detector (Figure 9.1). The fed back signal ensures that the phase
detector output works as a correction control signal that always keeps the oscillator locked to the
input. The phase detector is by definition a nonlinear device, where the difference between the input
and the fed-back output is one of its distortion products. The instantaneous difference between the
two signals corresponds to their phase difference. The PLL typically contains an additional low-pass
filter that removes any high-frequency distortion products that are not needed by the oscillator.
More importantly, the filter can determine the dynamical properties of the PLL—its stability and
frequency response. This basic architecture can be complexified to any degree necessary and there
are numerous ways to implement it in practice, both in analog and in digital electronic systems.

The PLL is considered “locked” when the phase difference is zero (or constant). In reality, even
in the locked state there is a finite steady-state phase error, which fluctuates around zero. This can
often make the locked PLL appear as a narrowband filter that is capable of rejecting much of the
noise, especially if the signal is well-behaved (e.g., Gardner, 2005, p. 2). Since the frequency is the
derivative of the phase, phaselock entails (instantaneous) frequency-lock as well.
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Figure 9.1: The basic elements of a phase locked loop (PLL).
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Figure 9.2: The four basic frequency ranges of the PLL, which characterize its operating range
and typical dynamic stability. This illustration is based on Figure 2.29 in Best (2003).

Different frequency ranges and characteristic time constants are associated with the PLL opera-
tion. A PLL in lock can only remain so within the hold-in range—the maximum bandwidth around
the carrier frequency in which the PLL works. If, however, the signal frequency changes quickly yet
gradually, the PLL may not be able to maintain lock and its phase error will increase. However,
as long as the change is within the pull-in range, which is narrower than the hold-in range, then
the PLL will be able to reacquire its lock slowly through a pull-in process. Similarly, if the input
signal frequency is changed abruptly (i.e., with a frequency step), the PLL will not be able to retain
its lock if the step breaches the pull-out range, which is narrower than the pull-in range. Finally,
the lock range (also, the capture range) is the narrowest of the PLL ranges and is where it
can quickly achieve lock to input signal changes—without a single beat note—in what is called the
lock-in process. The different frequency ranges associated with the PLL are illustrated in Figure
9.2. Care must be taken in the design of the PLL to not make its lock range too narrow, because
it can result in excessive increase of the pull-in time, as tracking a fluctuating signal becomes more
difficult.

The phase detector is a nonlinear device that produces a distortion product that is proportional
to the phase difference of its two input signals. In simple analog designs, it is modeled as an ideal
mixer, or a multiplier, where it is made clear that it produces the sum and the difference of the two
input signal frequencies. The sum is of no use and is removed by the loop filter to avoid adding
noise to the control signal of the oscillator. Real phase detectors are also characterized by a ripple
response that is superimposed on their phase difference output function.
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The PLL oscillator has to have a tunable frequency, typically achieved using a DC voltage control-
signal, giving it the name voltage-controlled oscillator (VCO). The control signal is biased along
with the error signal from the phase detector, which results in the dynamic tuning of the VCO
frequency. The oscillator is inherently a nonlinear device as well, although in linear treatments of
PLL theory it is modeled as an ideal integrator with stable tuning. This alludes to one of the main
motivations for having a PLL in the first place—all oscillators (and clocks) tend to drift, so if left
uncontrolled, they lose their tuning over time in an unpredictable way (e.g., Eccles and Vincent,
1920). In coherent demodulation tasks such a drift is particularly detrimental, because it leads to
an accumulated phase noise in the demodulated product, which amounts to distortion and reduced
signal-to-noise ratio (SNR) at the output. Another nonlinear property of oscillators is their tendency
to phase-lock to directly injected signals (i.e., in the case of a PLL, not via the phase detector and
filter). This tendency can disrupt the controlled operation of the full PLL and is therefore kept to
a minimum by design.

The loop filter, generally low-pass, is placed between the phase detector and oscillator, but
might be altogether absent in the most primitive designs. The loop filter is critical in determining
the stability characteristics of the PLL—the susceptibility for self-oscillation or inability to pull out
of the locked position, as the feedback loop becomes positive. The order of the filter determines
the order of the PLL itself plus one. For example, a second-order low-pass filter makes for a third-
order PLL®. In simple first-order PLLs, there is a single parameter that can be optimized (gain).
However, first-order PLLs are inadequate in most applications, as they cannot lock to arbitrary signal
types. Increasing the filter order provides the circuit designer with additional parameters that can be
better tailored to achieve certain tasks. For example, a third-order PLL is better-suited to maintain
lock to the received signal despite relative motion of the transmitter, which induces a Doppler shift
on its spectrum. Similarly, only third-order PLLs can track a linear frequency modulation ramp.
Third-order is also typically used for frequency synthesis, which is another common application for
PLLs. However, in second- and third-order PLLs there is a risk of instability as the poles may be
sensitive to gain and input level changes. PLLs of higher order than three are uncommon in typical
applications.

9.4 The linearized PLL model

The PLL equations are not going to be used explicitly in this work, but they are presented because
of the valuable insight that they provide for the understanding of the PLL principles of operation.

Several different models have been developed that describe the PLL operation. Of them, the
linearized model of the PLL is the simplest to derive—as it requires only one approximation in the
nonlinear equations. It preserves sufficient complexity that captures the central aspects of the PLL
operation, which is completely satisfactory in steady-state conditions. It is the transient behavior—
mainly pulling in (acquiring lock) and pulling out—that is manifestly nonlinear and sometimes
requires other analytic methods. The linearized PLL model derivation is reproduced below, originally
developed by Jaffe and Rechtin (1955) and elaborated by others. A nonlinear approach that accounts
for the transient behavior of the PLL is given in Margaris (2004).

For a system that is described in Figure 9.1, let us assume a reference input signal around a
carrier w, with an arbitrary phase function ;(¢) and amplitude V2A,;

Vi(t) = V/2A; sin [wet + o;(t)] (9.2)

83This should not be confused with the PLL type number, which is determined according to the number of
integrators in the design—the oscillator is counted as one, and any additional filter pole at w = 0 counts as an
additional integrator. Therefore, a type 1 PLL contains only one integrator—the oscillator itself.
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The output from the VCO is chosen to be in quadrature, with an output phase function ¢,(t) and
amplitude V24,
V,(t) = V24, cos [wet + @o(t)] (9.3)

where the instantaneous phase function of the VCO is determined by its voltage input V,(¢)

©wo(t) = Kv/ Vo(T)dr (9.4)

with K, being the gain of the VCO. We can express the same relation in differential form

dipo(t)
dt

= K,V,(t) (9.5)

which directly quantifies the sensitivity of the VCO output voltage to the change in the instantaneous
frequency of the input.

Both V; and V, are inputs to the phase detector, whose operation is to multiply them with
sensitivity /,,. Because we selected the reference and VCO to be in quadrature, their sum and
difference terms are both sine functions

Va(t) = 2K, Ao A; sin [wet + ¢;(t)] cos [wet + po(t)]
= Ko Ao, {singult) + sin 2t + 0o(t) + 2i(0)]) (9.6)

where we defined the difference phase to be the phase error,

Soe(t) = sz(t) - 990(75) (97)

which is zero when the PLL is locked in, by definition. Next, we assume that the low-pass loop filter
removes the sum term on the right of Eq. 9.6, and that the remaining difference term is convolved
with the impulse response of the filter h (%)

Va(t) = Ko Ao As sin o,(t) # iy (2) (9.8)

that yields the output signal V,(¢) from the filter, which is the input to the VCO that scales it by a
gain K, (Eq. 9.5), as by definition, the output phase of the VCO is proportional to its input. Thus,
we can now construct an integro-differential equation for . (t) by differentiating Eq. 9.7

eult) _ pilt)
dt dt

t
— KvaAoAi/ sin e (T)he(t — 7)dT (9.9)
0

This is the basic nonlinear equation that describes the PLL, but it does not have a closed-form
solution without some approximations. The linearized solution approach has the sine function ap-
proximated for small angles with

sin @, (t) = @ (t) (9.10)
just like in the paraxial optics approximation of geometrical optics (§4.2.1).

Without explicitly solving it, we can find the theoretical hold-in frequency range around w, for
which the PLL can maintain its lock. If the input frequency dip;(t)/dt is changed infinitesimally
slowly, then the low-pass filter response can be approximated to its DC gain, ;. Using the definition
of p.(t), Eq. 9.9 can be rewritten as

dipo(t)
dt

= K K, K;A,A; sin . (t) (9.11)
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Eq. 9.11 is maximized for sin ¢.(t) = +1, and we can obtain the maximum frequency range,

Awy, = KAA; (9.12)
where we compacted all the gain constants into a single symbol K

K = K, K, K; (9.13)

which is called the loop gain of the PLL. K is also called the PLL bandwidth. In the first-order
PLL, the bandwidth is equal to the hold-in, pull-in, pull-out, and lock ranges, so K = wy,. All PLL
orders fundamentally depend on the loop gain K (Gardner, 2005, pp. 20-22).

The simplest time-domain solution to Eq. 9.9 can be obtained for an ideal filter with pure
attenuation (or gain) and no zeros or poles, so that i(t) = K;0(t). Using the linear approximation,
this leaves us with a first-order PLL

pe(t) _ ¢ilt)
= — KA A;p.(t 9.14
o 7 pe(t) (9.14)
which has closed-form solutions for specific input types (e.g., Stephens, 2001, pp. 16-19).
In the linear approximation, the transfer function of the PLL exists, and it is possible to analyze
the closed-loop circuit in the frequency domain using the Laplace transform. The most useful
closed-loop transfer function is a phase function ratio

Do(s) K KnAsAH(s)

H0) = 300 = S5 Kok ALA()

(9.15)

where s is the Laplace-transform complex frequency variable, which can be set to s = iw to convert
it to standard frequency. For the first-order PLL, this expression simplifies to

KAA;

H(w) = — 100t
() iw+ KALA,

(9.16)
which is a low-pass response and is unconditionally stable. In the majority of situations, this design is
impractical, as it requires high gain in order to achieve lock, which directly increases the bandwidth
of the PLL (Eq. 9.12) and hence the susceptibility to noise. Also, it is often the case that a spurious
pole (e.g., a delay) appears in the loop as a result of the phase detector, for example, which would
then make it unstable when combined with high gain. With low gain this PLL would be unable
to maintain lock for most variable signals, so a more sophisticated filter is required in almost all
applications, namely, a second- or third-order PLL. It is important to note that the PLL response
varies with the level of the reference input (and its SNR), which makes the PLL highly nonlinear.
For this reason, some designs try to stabilize or compress the input level, or design an appropriate
filter to minimize this dependence (Jaffe and Rechtin, 1955).

Basic examples for the responses of three simple PLL topologies are displayed in Figure 9.3. The
numerical values were selected to exaggerate the duration of the transient responses, so it should
not be implied that these values are representative of real-world designs. The damping factor in the
filters of the second-order PLLs was chosen to be 0.707 as an ideal trade-off between filter ringing
and damping. All PLL topologies would acquire lock more quickly with higher bandwidth and/or
gain, as long as they are not overdamped or underdamped. Note how all PLLs are able to track the
frequency step successfully, but only the second-order PLL with an integrator can (almost) track
the linear chirp. Also, before locking onto the frequency step, the second-order type 1 PLL (bottom
left of Figure 9.3 in blue) phase-slips and misses about one cycle—a common PLL characteristic
during lock, which is tantamount to an error.
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Figure 9.3: Examples of linearized phase-detector (sin ¢, (t) ~ .(t)) PLL responses to fre-
quency step of +35 Hz (left) and frequency linear chirp of 4000 Hz/s (right) starting at ¢t = 0,
from a constant frequency at ¢t < 0 of 100 Hz. The output responses (second row) are from the
first-order PLL as follows. The responses of three basic PLL topologies are shown in the bot-
tom two rows: first-order PLL with K = 15 Hz (green curves); second-order PLL type 1 with
fn =35 Hz, ¢ =0.707, K, = 5, low-pass with lead compensation filter, F/(s) = K, 15

V1+sm1
with 71 = (Q;(T";)Q Ty = % (1 — 22’%2) (blue curves); and second-order PLL type 2,

fn =35 Hz, ( =0.707, an integrator and lead compensation F'(s) = Hg‘% with K = 4xn(f,,

Ty = % (black curves). The simulation is based on a Matlab code by Mark Wickert, 2014,

http://ece.uccs.edu/ "mwickert/eceb5675/lecture_notes/PLL_simulation.pdf.
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The PLL operation is susceptible to poor SNR, which translates to phase noise in the phase
detector that increases the error, increases the pull-in time, and decreases the hold-in, pull-in and
other frequency ranges. The phase error dependence on SNR is generally nonlinear—it is almost
unaffected at positive SNRs, but deteriorates quickly at around 0 SNR. In a narrowband channel with
bandlimited Gaussian noise, the effect of noise is well-modeled as equivalent to being added from
within the loop rather than through the phase detector input. This means that the noise translates
to additive phase noise inside the PLL. However, the internal SNR in the loop is actually 3 dB better
than the external one in the input. Additionally, just as the loop performance depends on the signal
level, so does the phase detector gain may depend on the SNR. It is possible to mitigate the noise
effects by correctly designing the loop filter, so that the phase error is minimal for given SNR and
input level, e.g., by decreasing the bandwidth when the SNR is low. It should be noted that internal
noise generated by any of the PLL components may be significant and has to be considered as part
of the total noise model. It is sometimes useful to refer to the noise-equivalent bandwidth B,,, which
can be computed from the closed-loop transfer function (Eq. 9.15) with

1 [~ KA,A;

B, = — H(w)|?dw =
0 | 1HE)de = =

(Hz) (9.17)

for a first-order PLL. This expression and the bandwidth Aw;, become more complicated for higher-
order PLLs.

9.5 PLL coherence

It is a convention in communication theory that employing a PLL in the circuit enables coherent
detection (§5.3.1). Therefore, as a corollary to the PLL basic function, we would also like to find
out under what conditions a PLL can conserve the arbitrary coherence properties of an input signal.
The phase detector continuously compares the input and output signals by multiplying them (Eq.
9.6), so it can be thought of as a correlator, which produces the instantaneous cross-term of the
coherence function. The coherence function is therefore expected to be dependent on the phase
error between the input and the output.
Let us inspect a narrowband input of the form

pi(t) = A(t) exp {t[wct + o (t)]} (9.18)

The input can be described by its (nonstationary) self-coherence function, 7;; (¢, 7). Without loss of
generality, the output signal is the same but is amplified with gain B(t), and differs from p;(t) by
the instantaneous phase error ¢, (t)

Po(t) = B(t)A(t) exp {ilwet + () + @e(t)]} (9.19)

The corresponding self-coherence function of the output is then ~,,(¢, 7).

Assuming that the gain varies very slowly in time compared to the phase tracking operation,
we assume that B(t) ~ const, so we can use normalized amplitudes and the normalized coherence
function ;, instead of I';, (see §8.2.1 for definitions). According to Eq. 8.72, the nonstationary
coherence function is given by

Yio(t, T) ZPZ n)Po(tn +7) (9.20)
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where we substituted, for simplicity, ¢ = ¢; and 7 = t3 — t1, in Eq. 8.72, which corresponds to
the update (processing) time of the feedback loop of the PLL®. Each time instance t,, may relate
to a period in which the input self-coherence function is more or less stable. We examine only the
low-frequency terms of the coherence function and neglect the fast-varying terms in the sum

N

Yolt 1) = 3 S exp {ilir + plt +7) — pltn) + pultn + 7]}

n=1

_ exp(j@\’fwcT) ZeXp {i[p(ty +7) — p(tn) + we(tn + 7)]} (9.21)

where the constant difference in the carrier phase was taken out of the sum and has no effect on
the magnitude of the coherence function.

There are three phase terms in the argument of the exponential in the sum of 9.21. The first two,
exp [p(t, + 7) — ¢(t,)], are equivalent to the autocorrelation function of the signal p;(t), v%(7),
evaluated for a delay 7. The faster the PLL is, the closer the phase difference is to 0 and the
autocorrelation function is closer to its peak value of 1. However, the less coherent the signal is
and the shorter is its coherence time, the more erratic is its phase function, and a smaller 7 will be
required to stay close to the autocorrelation peak (see §A.2). For signals that are asymptotically
completely incoherent (white noise), the coherence time AT < 7, i.e., no 7 will be short enough to
minimize ©(t, + 7) — ¢(t,,), which will assume a different value between time instances t,, and will
average to zero for the entire ensemble. In contrast, for signals that are asymptotically completely
coherent along with small 7 from the PLL, or A7 > 7, then ¢(t,,4+7) — ¢(t,) ~ const—a constant
phase term that may be also taken out of the sum and does not affect the coherence magnitude.

Now, the operation of the PLL is also tied to the third term in Eq. 9.21, which is the instanta-
neous value of the phase error term ¢.(t, + 7). When the PLL is locked to the signal, the phase
error is small and fluctuates around O (or another constant) |p.(t)] < € =~ 0. Once again, this
is a constant term that can be taken out of the sum, effectively making the ~,,(t,7) ~ 7 (t,7)
a self-coherence (autocorrelation) function of p;(t), evaluated at 7. When the PLL is unlocked—
either because it is in the transient lock-acquisition stage, or because the signal cannot be locked
to—then ¢.(t) is unbounded and its effect is identical to dealing with an incoherent signal, whose
ensemble-average coherence is v;;(¢,7) < 1.

We should remember, though, that both the coherence function and the PLL generally operate
in narrowband. If the signal is passed through a bandpass filter in addition to the PLL, then it
exaggerates its apparent coherence, which increases with narrower filters (§8.2.8 and §A.2).

In summary, when the PLL receives a coherent input and locks on to it, the output remains
coherent, except for the initial transient locking in stage. The output coherence and the input
coherence would be asymptotically equal, or

li o = Vi 0.22
im0 = (9.22)

as long as the finite time of the PLL update speed is virtually instantaneous (7 — 0) and there are
no fluctuations in the phase error (¢.(t) — 0). As the PLL cannot lock in to an incoherent input,
its output will remain incoherent over time (subject to the cohering properties of the channel filter).

84This concept is more relevant in discrete PLLs, which update every clock cycle, but is somewhat more abstract
with analog continuous PLLs.
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The coherence of partially coherent signals may be conserved as well, but will be generally
somewhere in between the two extremes. For example, some PLL designs cannot lock onto fast
linear frequency sweeps. In such a case, . (t) may be unbounded, but deterministic. So depending
on the specific signal evolution, coherence may be gradually lost, but not altogether absent such
that it acquires a completely random phase error.

We also assumed independence of the channel gain, which may not be true in general. If the
gain fluctuates rapidly, the coherence ~;,(t, 7) is expected to decrease.

In conclusion, the above reasoning proves that the PLL is able to conserve the coherence of the
input signal under some conditions that are not particularly limiting.

9.6 Motivation for an auditory PLL

While phase locking is a well-studied hallmark feature throughout the auditory pathways (but pri-
marily in the auditory nerve and brainstem), it is usually discussed as a de-facto property of the
system (e.g., Heil and Peterson, 2015; Verschooten et al., 2019) rather than as an intended re-
sult of a mechanism that acquires locking. The author is unaware of any mention in the auditory
research literature of a PLL as a module that is integral to the system—at least not at low-level
processing. There has been, however, sporadic jargon borrowed from PLL theory in the context of
synchronized spontaneous or evoked otoacoustic emissions (e.g., “pulled in” in Wilson and Sutton,
1981; “frequency locking” in Probst et al., 1991; “capture” in Miller et al., 1997).

Given the complexity of the PLL circuit and operation, why should we invest in applying such a
model to the auditory system?

Tying phase locking to an actual PLL module is not pursued merely out of academic interest.
There are a few strong reasons that make it especially pertinent to identify a PLL in the auditory
system:

1. Phase locking entails conservation of coherence of the input stimulus in the receiver. As will
turn out later in this work, coherence and the lack thereof inform much of the intuition of what
the auditory system does, also in the context of achieving sharp temporal images. Establishing
an earlier source of phase locking in the auditory system is critical in understanding how it deals
with different types of signals and what kind of responses can be expected.

2. Tying different organs or circuits in the auditory system with the PLL function may help us
demystify their function and potential impairments that are associated with them. A stronger
version of this argument is that given that the PLL requires a closed feedback loop to work,
studying its components in isolation, as though they can function as part of an open-loop circuit,
is mistaken. We will see a clear example for this in the loop filter of the putative PLL.

3. Both PLL theory and practice are vast, so they can undoubtedly provide a conceptual frame-
work and added insight in the analysis of various auditory phenomena that may have resisted
treatment with other tools. For example, it may apply to the distinction between transient and
steady-state effects, along with a distinction between trackable and untrackable signals.

Because the main focus of the present work is to apply imaging theory concepts to hearing,
it is mainly the first reason that has motivated the development of this model. It is impossible
to meaningfully understand auditory imaging without a notion of coherence. And it is impossible
to understand how coherence is conserved or eroded without a basic notion of phase locking, and
arguably for that matter, of PLLs.
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9.7 Nonlinear synchronization recast as a PLL

In this section, we attempt to connect a few loose ends between the standard accounts of the
cochlear nonlinear dynamics and the phase locking in the auditory-nerve. This will be a stepping
stone in identifying a PLL module in the auditory system.

9.7.1 Nonlinear oscillators and PLLs

Despite many commonalities, nonlinear synchronization phenomena and PLL design are generally
studied independently. This is not entirely surprising, because opposing aspects of these systems are
of particular interest in different disciplines. In synchronization processes, they include nonlinear and
chaotic phenomena such as the underlying physical mechanisms of phase locking, Hopf bifurcation,
instability (through the Lyapunov exponents), limit cycles and attractors, and synchronization dy-
namics of multiple oscillators. So a recent interest in PLLs from the nonlinear dynamics perspective
has been to uncover how various second- and third-order PLL topologies may be susceptible to
chaotic dynamics under some conditions (e.g., Endo and Chua, 1988; Chu et al., 1990; Harb and
Harb, 2004; Piqueira, 2017). Chaotic dynamics can be invoked with the right choice of parameters,
by modulating the input signal just around the pull-in range, which throws the PLL in and out of
lock (Endo and Chua, 1988), and have a response that strongly depends on the initial conditions
(Chu et al., 1990). Additionally, period doubling and chaos can be observed when a key parameter
is set above a certain threshold (Hopf bifurcation) (Harb and Harb, 2004; Piqueira, 2017). In stark
contrast, in PLL engineering, instability is carefully studied in order to be avoided like the plague
in all applications. A PLL that self-oscillates, or becomes chaotic, is useless as a module within a
larger system.

As it turns out, several generic nonlinear systems that contain a free-running (uncontrolled)
oscillator that exhibits synchronization to weakly coupled inputs (i.e., through injection locking)
may be remodeled as PLLs without loss of function (Couch, 1971; Schmackers and Mathis, 2005).
This has been shown in specific cases for the Van der Pol oscillator, whose equations can be brought
to the same form as either first- or second-order PLLs. Additionally, there exists a transformation
that can map between the PLL and the other nonlinear system phase-space representations (both
system types are generally modeled in different phase-space coordinates) (Schmackers and Mathis,
2005).

Therefore, it is perhaps unsurprising to see how the different nonlinear effects that have been
observed in OHC models are also found in PLLs—Hopf bifurcations with limit cycle regime, syn-
chronization, phase slips, possible instability, suppression (referred to as oscillation quenching
or death in nonlinear dynamics), and dependence on the input level (e.g., Roongthumskul et al.,
2013; Hudspeth, 2014; Chakraborty et al., 2016; Roongthumskul et al., 2021; Pikovsky and Kurths,
2001, p. 229). This equivalence enables us to treat the OHC(s) either as a synchronized oscillator
or as a PLL, interchangeably. However, as Pikovsky and Kurths (2001, pp. 40-41) commented,
it is frequently very difficult to identify the feedback loop in natural systems with synchronization.
Therefore, a practical transformation from the physical nonlinear oscillator to a PLL may not be
obvious.

9.7.2 Auditory neural phase locking

In the absence of acoustical input to the auditory system, the auditory nerve discharges sponta-
neously, in a stochastic manner, at rates that correspond to the fiber sensitivity to sound level—low
rates correspond to high threshold units, medium rates to medium thresholds, and high rates to low
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threshold ones (Kiang et al., 1965; Liberman, 1978). In the presence of pure-tone input from the
cochlea, spikes become synchronized to the carrier phase, so their overall temporal pattern is no
longer random. This phase locking between the pure tone stimulus and its neurally encoded version
is a characteristic of the mammalian auditory nerve (Galambos and Davis, 1943; Tasaki, 1954; Kiang
et al., 1965; Rose et al., 1967). See Heil and Peterson (2017) for a review of phase locking in the
auditory nerve.

Phase locking has a high-frequency cutoff that varies between mammals and other vertebrates.
In humans this limit has been often associated with degraded perception of pitch and melody that
is observed above 4-5 kHz (Moore, 2019). In all other mammals tested it is lower than in humans
(Koppl, 1997; Palmer and Russell, 1986), whereas in the barn owl it is much higher (9-10 kHz)
(Sullivan and Konishi, 1984; Koppl, 1997). While a 4-5 kHz phase-locking cutoff in humans is taken
as a standard figure, there has been an ongoing controversy regarding its precise value, and more
generally, of its significance in hearing, especially given its limited bandwidth (Verschooten et al.,
2019).

In the context of auditory phase locking, a distinction is sometimes made between synchronization
and entrainment. The former relates to the temporal precision of the spikes, whereas the latter
to the number of spikes per stimulus cycle (Rhode and Smith, 1986b; Joris et al., 1994). The two
factors are independent dimensions of auditory temporal coding and were shown to be improved by
the existence of the refractory period in the auditory nerve (Avissar et al., 2013).

It is also common to refer to “envelope phase locking” or to “envelope synchronization”, but for
reasons that will be discussed in §9.9.2, we will avoid the former expression®>. Envelope synchro-
nization is distinguished from phase locking to the carrier—both of which are observable in different
stimulus conditions (Javel, 1980).

Phase locking is also found throughout the central auditory system (Joris et al., 2004). The
high-frequency cutoff within the system progressively deteriorates from the auditory nerve through
the brainstem, and midbrain, as the temporal coding is replaced with an average rate coding that
dominates the spiking patterns in the thalamus and cortex (Joris et al., 2004). For instance, the
ventral cochlear nucleus (VCN) is exceptionally precise in coding the temporal fine structure (even
more than the auditory nerve) (Rhode and Smith, 1986b). In contrast, cells of the dorsal cochlear
nucleus (DCN) show almost no phase locking to the carrier, despite being sharply tuned spectrally
(Rhode and Smith, 1986a), but they show enhanced synchronization to the envelope in comparison
with the auditory nerve (Kim et al., 1990; Rhode and Greenberg, 1994; Joris et al., 1994).

A variation of the more general kind of synchronization—mode-locking—was also demonstrated
in the auditory system. Mode-locking here refers to exact harmonics of modulation-band frequencies,
which were detected as multimodal distributions in the interstimulus intervals of the spiking pattern
recordings. The detected peaks had approximately integer ratios, which is indicative of harmonicity
(Laudanski et al., 2010). Steady-state mode-locking response was demonstrated in the guinea-
pig VCN onset and chopper units using sinusoidal AM tones, synthesized vowels, and harmonic
complexes. In a more recent study, Lerud et al. (2014) presented a mode-locking model that could

85Phase locking to a stimulus with a known frequency is typically quantified in either one of two ways, based on
spike recordings from a single unit. Most commonly, the synchronization index or synchronization strength is

estimated by testing for the regularity of the spike timing, as a function of stimulus phase (Goldberg and Brown,
2

N 2 N
1969), R = \/(Z sin 991) + (Z cos gal) /N, where the spike phase ; is determined by segmenting the recordings

to windows corresponding to the period of the stimulus tone. If the spiking is completely randomly distributed, then
R approaches zero (often, 0.1-0.2 is considered completely random). The other method of estimating phase locking
is based on the post-stimulus time histograms, which provide a time series of spikes that can disclose possible
periodic regularity. The histograms may be Fourier-transformed to obtain estimates of potential non-random spectral
components (Joris et al., 2004).
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account for 68% of the frequency-following response (FFR) data variance of two musical intervals
in the brainstem by Lee et al. (2009). The model relies on dynamic nonlinearities in the brainstem,
which generate distortion products that can be used for mode-locking between independent channels.
Critically, these studies relate a meaning to mode-locking that is different from the one that is used
in nonlinear dynamical systems (Fletcher, 1978; see also §3.3.1 and §9.2), which locks several
nearly-harmonic modes to a harmonic oscillation. In contrast, in the two studies mentioned, the
modes refer to frequencies that are already part of the modulation spectrum within the channel, or
to difference tones between channels. The absence of the standard mode-locking effect might be
gathered from measurements of mistuned complex tones in the chinchilla’s cochlear nucleus, where
primary-like units followed the carrier and were not reported to mode-lock to a nearby harmonic
(e.g., Sinex, 2008). For further treatment of mode-locked neural synchronization patterns involving
sensorimotor cortical areas see Tass et al. (1998).

9.7.3 The origin of auditory phase locking

It has been occasionally acknowledged that neural phase locking may well originate in the inner
ear. For example, Rose et al. (1967) wrote: “/t seems thus reasonable to assume that events which
determine the effectiveness of the cycle take place peripheral to the fiber, possibly in the nerve
endings or other structures of the inner ear.” Russell and Sellick (1978) found that the intracellular
receptor potential of guinea-pig IHCs consisted of AC and DC components, but that above 4 kHz,
the AC component disappeared and the response was dominated by DC. Given that this frequency is
also the phase-locking limit, the authors conjectured, in passing, that the phase locking reflects the
receptor AC potential of the IHC. In another introduction, Miller et al. (1997) stated that “Both the
spread of synchrony and the capture phenomenon reflect nonlinear signal processing by the cochlea,
in that they are not predictable from a fiber’s tuning properties.” In their modeling of auditory nerve
responses, Peterson and Heil (2020) relate the fact that phase locking does not clip as a function
of stimulus level to the mechanoelectrical transduction (MET) nonlinear characteristic response of
the IHCs, as well as to their additional low-pass filtering property. Phase locking in the vestibular
system has been similarly documented and directly related to the hair bundle deflections (Curthoys
et al., 2021): “For phase locking of the primary vestibular afferent to occur, the hair bundle of the
receptor(s) must be deflected and activated once per cycle...” See also Figure 1B in Felix Il et al.
(2018).

Several studies suggested that the spontaneous discharges in the auditory nerve depend upon
the input from the cochlea. In chinchillas whose IHCs were ototoxically lesioned, the spontaneous
rates dropped significantly in affected fibers—something that could be explained in more than one
way, including direct damage to the IHCs (Wang et al., 1997). Additionally, the spontaneous rates
in the auditory nerves of cats were shown to logarithmically depend on the endocochlear potential
in the scala media, which modulated the rate of action potentials from the IHCs (Sewell, 1984).
Interestingly, in direct electric stimulation of the auditory nerve, which bypasses the cochlea and the
hair cells, the cat’s synchronization index to tones remains significant at least up to 8-10 kHz (Dynes
and Delgutte, 1992). Indeed, a correspondence between the inner hair cell synchronized intracellular
receptor potential and the auditory nerve cells was pointed to in Weiss and Rose (1988). It was
suggested that the high-frequency temporal synchrony degradation is a result of a cascade of three
low-pass filters between the hair cell receptor and the auditory nerve. See also Rutherford et al.
(2021).

These findings suggest that the spontaneous activity in the auditory nerve is driven by the IHC
activity, which is itself irregular, in the absence of any acoustic input. However, spontaneous rate
decrease was also observed after de-efferentation of the lateral and medial olivocochlear (LOC and
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MOC) nerves in the cat (Liberman, 1990). While not considered in the original paper, a mechanical
effect of the normal OHC spontaneous activity may drive the IHCs, so its absence after the loss
of the MOC may have caused the IHCs to move less. A similar idea was explored in a model by
Camalet et al. (2000), where it was proposed that the auditory hearing sensitivity was accomplished
by keeping the OHC hair bundle near level-dependent self oscillation, which can explain spontaneous
motion as well. Therefore, synchronized activity in the auditory nerve represents a coherent motion
of the IHC stereocilia, which may depend to some extent on the OHC oscillation, as weak coupling
would entail (see §9.2).

An additional review of the effects of OHC impairment and consequent hearing loss on phase
locking function is provided in §17.4.2. The results are somewhat inconsistent and are not always
easy to interpret, although association between normal OHC function and phase locking has been
documented in several studies, including some very recent ones. In the following, we explore the
possibility that phase locking in the IHCs and auditory nerve is impacted by the OHCs.

9.8 The organ of Corti as a PLL

The outer hair cells (OHCs) in the organ of Corti have been a long-standing conundrum in hearing
science. Because of their concealed nature and high sensitivity to mechanical insults, direct mea-
surements in the live cochlea are impossible using traditional methods. Additionally, modeling of the
OHC dynamics using data gathered in other methods is complicated because the OHCs are deeply
embedded in the organ of Corti and are coupled to other structures within it—the reticular lamina,
the tectorial membrane, the endocochlear fluid (scala media), connections between the stereocilia
via tip links and side connectors, and indirectly to the basilar membrane (BM) through Deiters and
pillar cells. Thus, the OHC importance has only started to be unraveled in the last four decades
using indirect measures—ever since the discovery of otoacoustic emissions by Kemp (1978). Some
of the most characteristic features of the mammalian hearing have been associated with the OHCs:
the amplification of low-level signals, the nonlinear compression of high-level inputs, the sharpening
of the auditory filters, the generation of intermodulation distortion products, and two-tone sup-
pression. The OHCs themselves have several unique biomechanical features that may account for
these effects in some configurations, although few if any models are unanimously accepted among
specialists (Ashmore et al., 2010).

Despite the slowly accumulating data, there is still a lack of firm association between the organ
of Corti and phase locking, which makes the integration of the mechanical and neural auditory
segments somewhat conjectural. Nevertheless, we argue in this section that even with the current
state of knowledge, the necessary and sufficient components to make a complete PLL circuit are all
in place within the organ of Corti and the OHCs, which permits us to treat them as a system.

9.8.1 Identifying the PLL components

A PLL should have at least two elements—a phase detector and an oscillator—and preferably three—
including a loop filter between the other two. These elements must be connected with a feedback
loop in order to work as a PLL. The forward gain of the entire module may be larger than unity with
no loss of generality, as long as it is stable. Below, we attempt to associate these functions with the
known physiology of the organ of Corti, and in particular, the OHCs.
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The phase detector

A phase detector is a nonlinear device that produces an output that is proportional to the difference
between two inputs. In audio it is referred to as intermodulation distortion, which translates to
difference tones, in the case of two pure-tone inputs. In general, the nonlinearity also produces
summation tones, which should be removed by the low-pass filter. It is well-known that the ear
produces combination tones of frequencies mf; + nfy > 0, for two closely-spaced pure tones f;
and f5 and positive integers m and n, with notable difference components that are related to cubic
distortion (i.e., 2fs — f1) (Goldstein, 1967a). These tones are psychoacoustically audible and are
associated with distortion-product otoacoustic emission (DPOAE) that is measurable in the
ear canal (Kim et al., 1980), which appears to cover the entire audio range, as it has been shown to
exist in bats at least up to 95 kHz (K&ssl, 1992). The quadratic component f, & f; is present too,
but it is less dominant in the DPOAE and BM spectra (outside of the organ of Corti) than in the
reticular lamina (inside the organ of Corti) (Ren and He, 2020). Further, it is more dominant than
the cubic component at the level of the IC than in the cochlea (Arnold and Burkard, 1998). The
essential role of intermodulation distortion (mainly the quadratic component) in hearing was recently
proposed by Nuttall et al. (2018), as a processing stage that extracts the amplitude envelope of the
signal.

While there are several nonlinearities associated with the ear, most of them do not contribute
to its intermodulation distortion (Avan et al., 2013). With high confidence, the source for these
distortion products is the transduction process of the OHC hair bundle deflections to ionic current
through the MET channels. There are two interdependent causes for this nonlinearity, referred to
as gating compliance. First, the elasticity of the hair bundles is asymmetrical with respect to
the resting position and, additionally, at small displacement amplitudes its stiffness is not constant
(Jaramillo et al., 1993). Second, the potassium ion (K*) current is nonlinearly dependent on the
deflection amplitude and has a sigmoid-like characteristic transfer function (Avan et al., 2013).
These distorting nonlinearities depend on the joint deflection of adjacent stereocilia that is achieved
by horizontal connectors. The connectors are positioned within and across rows of stereocilia and
they also connect the tallest row to the tectorial membrane®®. When these connectors are missing,
as was the case in a special strain of mutant mice, most distortion products disappear (Verpy et al.,
2008). These features ensure that the distortion is prominent also at low levels—something that
would be unattainable with a static nonlinearity (Barral and Martin, 2012, supporting information).
As the locus of nonlinear behavior is in the hair bundle, the distortion products are considerably
stronger in the reticular lamina than in the BM (Ren and He, 2020; He and Ren, 2021).

The fo — f1 (quadratic) and 2f; — f; (cubic) distortion components have different properties,
somewhat depending on where they are measured within the auditory system. Their relative intensity
depends on the symmetry of the operating point of the nonlinear MET transfer function, which can
be biased with DC current, low-frequency tones, or OHC motility blockers (Frank and Késsl, 1996;
Brown et al., 2009). Additionally, the DPOAE level of the quadratic but not cubic distortion products
changes over time in response to ipsilateral and contralateral tones and broadband noise, which
suggests a modulatory role of the olivocochlear efferent system (Brown, 1988; Kirk and Johnstone,
1993; but see Kujawa et al., 1995). Furthermore, only the quadratic distortion product significantly
interacts with low-frequency amplitude modulation, and its strength and phase are affected by the
activation of the contralateral reflex (Abel et al., 2009). Another difference was noted when the
distortion products were measured using electrodes in the IC of the awake chinchilla—the quadratic

8This degree of embedding should be seen as the minimum, as likely it is much higher. It is based on the
classically established interfacing of the OHC and the tectorial membrane. As was noted in §2.2.3, a recent study in
guinea pigs demonstrated that the OHCs are fully embedded in the tectorial membrane in the intact organ of Corti
(Hakizimana and Fridberger, 2021).
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component was up to an order of magnitude stronger than the cubic component (Arnold and
Burkard, 1998). Also, it was shown to depend only on the difference between the primaries, to have
a low-pass response for small difference products (f> — f1 < 100 Hz), and to monotonically increase
with level.

It can be concluded that the hair bundle produces the required distortion that can make the
necessary output of a phase detector. However, most studies tested the case where two or more
external inputs produced a measurable distortion either in the reticular lamina or the basilar mem-
brane. In the context of a PLL, one of the inputs should be the internal oscillator signal. This may
be difficult to measure with steady-state pure-tone measurements that are likely to cause the PLL
to lock almost instantly, which entails a negligible or DC phase error signal—the very output that
is expected from a phase detector.

The loop filter

The role of the loop filter of the PLL is to set the dynamics of the feedback loop, in addition to the
removal of high-frequency components from the output of the phase detector. While the filter is not
essential for the operation of a (first-order) PLL, an unfiltered design is rather limited in function
and not used much in practice.

If we consider the MET channels of the hair bundle to be the “epicenter” of the phase detector, it
is natural to look for a filter within the soma of the OHC, where the ionic current flows, as a function
of the hair bundle deflection. In fact, the low-pass response of the cell membrane has been a notorious
stumbling block in cochlear amplification modeling—the so-called “RC time constant problem”,
which is caused by the low-pass characteristics (resistance-capacitance, RC) of the receptor potential
of the cell membrane (Ashmore, 1987; Housley and Ashmore, 1992; Santos-Sacchi, 1992). The low-
pass filter characteristic is consistently found in vitro (see Santos-Sacchi et al., 2019 for a summary
of relevant studies) and was recently shown to be the case in vivo as well (in gerbils), with cutoff
frequencies lower than 3 kHz for basal and lower for apical CFs (Vavakou et al., 2019). Even in
apical channels, the cutoff frequency is well below the characteristic frequency (CF) (Vavakou et al.,
2019, Figure 4D). In contrast, in a more recent in-vivo study in mice, the low-pass filtering effect was
confirmed, but appeared relatively small and insufficient to counter the high-frequency cycle-by-cycle
amplification generated by somatic motility, as measured in the organ of Corti (most strongly in the
displacement of the tectorial membrane; Dewey et al., 2021). Moreover, its effect in the guinea-pig
OHCs in vitro did not produce significant reduction in amplification up to 80 kHz (Santos-Sacchi
et al., 2023).

This filter was studied in the context of cochlear amplification, as it may be seen as a hindrance in
several cochlear amplifier models, since it prevents them from using high-frequency somatic motility
in a straightforward manner as can be observed in vitro (Frank et al., 1999; Ashmore, 2008; Santos-
Sacchi, 2019). Without high-frequency response, it is unlikely that the electromotile force can be
efficiently used in cochlear amplification over a broad frequency range. Models often try to explain
this low-pass filtering away by including alternative electrical pathways, such as extracellular potential
or endolymphatic ionic currents in the OHCs (e.g., Dallos and Evans, 1995; Johnson et al., 2011),
which also received some support in recent in-vivo measurements in mutant mice (Levic et al.,
2022). An alternative solution to the low-pass problem was recently proposed by Rabbitt (2020),
who showed that, because of various nonlinear effects, the membrane capacitance of the OHCs is
both highly nonlinear and complex. These properties were shown, in vitro, to account for both
the low-pass behavior and the full-bandwidth, which is thought to be responding to the stimulus
on a cycle-by-cycle basis, as in Frank et al. (1999). Another alternative analysis by lwasa (2017)
suggested that under some mechanical load conditions, effective negative capacitance can mitigate
some of the low-pass characteristics of the membrane. Finally, a simpler analysis using a linearized
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analog circuit model of the OHC amplifier convincingly argued that given the known estimates of the
RC filter values, it poses no serious problem of amplification at high frequencies, as it still produces
the correct OHC elongation that is known to be required for adequate gain (Altoé and Shera, 2023).
At present, one available in-vivo study suggests that the filter does have a detrimental effect on
high-frequency amplification (Vavakou et al., 2019), another study suggests that it does not under
some conditions (Dewey et al., 2021), and a third one suggests that different mechanisms may be
responsible for the low and high frequency responses, so that the effect of the filter itself is limited
(Levic et al., 2022).

In the case of a PLL, the low-pass filter is a desirable feature, since it can serve as the loop
filter. Some measurements established low-pass characteristics that were conveniently fitted with
a two-pole low-pass filter (Ashmore, 1987), or rearranged as a four-pole low-pass transfer function
with all but one pole well above the effective passband (Santos-Sacchi et al., 2019). These would
imply, respectively, a second-order PLL with three spurious poles, or an inconvenient fifth-order PLL
if all poles count. Either way, the existence of this filter implies that the low-frequency distortion
products can be used for the PLL function and may have good tracking capability, but may be
relatively susceptible to noise, due to its relatively wide bandwidth.

Note that beneficial roles of the RC filter were argued recently. Altoé and Shera (2023) showed
that such a filter can improve the signal-to-noise ratio at the output, in the condition of incoherent
noise and coherent signal. Along with model data from Peterson and Heil (2020), it additionally
supports the idea that such a filter is beneficial in removing undesirable high-frequency harmonic
distortion components.

The local oscillator

The next step is to identify an oscillator embedded in the organ of Corti that can be synchronized
with an external stimulus. The oscillator has to have two important features. The first feature is
that it should be free-running, so to produce periodic output even in the absence of reference input
(i.e., a stimulus). The second feature is that it must be tunable using slow error-correction inputs
from the phase detector.

The most obvious candidate for the oscillator resides in the OHCs, which are typically identified
as the source that generates the spontaneous otoacoustic emission (SOAE)—a feature of an active
component in the system, perhaps an amplifier. Thomas Gold attempted to measure such emissions,
yet was unsuccessful, probably due to inadequate measurement technology at the time (Kemp, 2007).
Glanville et al. (1971) may have been the first to report auditory sound production from a whole
family that had emitted sounds from their ears that were externally audible, interpreted as “objective
tinnitus”, whereas Wilson (1980b) recorded “subjective tinnitus” emitted from the ear. SOAE
was more formally discovered by Kemp (1979) and confirmed shortly after by Zurek (1981). When
it is measurable, the emitted tones vary in level, number of components, and frequency between
individuals and animals (Lonsbury-Martin and Martin, 2008). Tests using ototoxic drugs, as well as
the absence of SOAE in hearing-impaired people suggest that SOAE must come from the cochlea
(Probst et al., 1991). It was phenomenologically shown early on that the SOAE can be the result
of active filtering that contains an oscillator and a positive feedback loop, which can also exhibit
the typical sharp response and phase locking of the ear (Bialek and Wit, 1984). Various tests
localized the source of the oscillations at the OHCs, as contralateral stimuli were shown to affect
the frequency and amplitude of the SOAE, likely as a result of the olivocochlear efferent bundle
(Mott et al., 1989). The emissions were also shown to stem from a nonlinear amplifying mechanism
as reflectance and impedance measurements in the ear canals of people with strong SOAEs showed
net gain in the reflected energy compared to the incident energy (Burns et al., 1998)%.

87An alternative model to SOAE formation, which has been quite successful in accounting for empirical data,
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Animal data provide some evidence for the specific source of emissions from within the OHCs. In
a series of in-vitro experiments on the bullfrog’s hair cell, the hair bundle movements were identified
as a source of spontaneous action (Martin and Hudspeth, 1999; Martin et al., 2001, 2003). The
bullfrog’s hair bundles in vitro were also found to synchronize with one another, when they were
coupled together with an elastic thread, simulating the otolithic membrane that is homologous to
the tectorial membrane (Zhang et al., 2015). The combined power of the synchronized cells could
potentially give rise to SOAE, if the same mechanism is at play in the mammalian cochlea, which
seems to be the case.

Additionally, the hair bundle in the bobtail skink lizard was identified to be the source of ampli-
fication, which is thought to be also the source of SOAE (Manley et al., 2001). This lizard has a
unique cochlear anatomy with hair cells lined up on both sides of the auditory papilla—the analog
organ of the basilar membrane. In this in-vivo study, electrically evoked OAE (EEOAE)—known in
mammals to produce acoustic emissions that can be detected externally (Zheng et al., 2006)—were
produced by injecting a low AC electric current to the scala media, which was then acoustically mod-
ulated at a lower frequency. A mechanical geometrical argument was invoked to predict whether
hair bundle motility or lateral membrane motor movement produce either one of two fundamentally
different emission patterns. If the modulation causes radial motion of the hair bundles that lie op-
posite to one another, it should produce beating due to destructive interference between adjacent
bundles. Alternatively, vertical motion due to lateral membrane movement of the hair cells should
produce in-phase motion due to constructive interference. The EEOAEs measured at the ear canal
showed unmistakable beating, leading to the conclusion that the hair bundle is the source of motility
(and hence amplification, according to the authors). A direct comparison to mammalian OHCs is
impossible, unfortunately, but Manley (2000) suggested that since all nonlinear effects (including
amplification) in mammals are found also in other vertebrates, then the cochlear amplification in the
various vertebrates may relate to a common ancestor. This may further suggest that the hair-bundle
mechanism for the SOAE has not changed significantly between animals, as long as the connection
between the SOAE and amplification is also stable between all species. Nevertheless, a definitive
proof for the connection between the hair bundle and SOAE in mammals is still lacking.

The second feature of the PLL oscillator—of responding to slow error signals—is the one that
enables control and error correction of the PLL output. In the PLL, the phase detector produces
a signal that is proportional to the instantaneous phase difference between the oscillator and the
reference. When the PLL is locked in, the phase difference is zero, or more realistically, it fluctuates
around zero. If it is out of lock, then the difference is a low-frequency error signal (of the order of
the difference between the local and input instantaneous frequencies). Therefore, we would like to
find out whether the spontaneous oscillations can be tuned or biased using a low-frequency signal.
There are a few studies that suggest that this is indeed the case, based on the original observation
that SOAEs can be entrained to external tones—usually for emissions between 1 and 2 kHz (Wilson,
1980a; Wilson and Sutton, 1981). For example, Bian (2008) found that in the presence of low-
frequency tones (25-100 Hz) the frequency of prominent SOAE peaks increased, although by a

hypothesizes that the cochlea works as a cavity that supports standing waves. The resonant modes of the cavity are
determined by irregularities in the geometrical arrangement and mechanical parameters of the OHCs in the organ
of Corti (Shera and Guinan Jr, 1999; Shera, 2003). Such a system is able to sustain its modes because it has an
amplifying medium with active elements, which give rise to what may appear as local oscillators, but is in fact an
emergent global oscillatory behavior with very sharp modes. Even this model, however, accepts that there are active
cellular elements that perform the amplification and may function as local oscillators, though they cannot be directly
tapped by external measurements. See also a recent review of SOAE oscillator models by Wit and Bell (2024). The
present theory is agnostic to the precise external manifestation of the oscillator, although such a global resonance
system is somewhat more awkward to integrate in light of some of the empirical data that is brought below to
substantiate the PLL model.
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smaller frequency interval than the tones. The effect depends on the tone level as well and is
generally nonlinear, as at very high levels it can cause suppression of the SOAE. The effect on the
SOAE may be prolonged after the offset of a long-term exposure to the tone (Drexl et al., 2016b).
Similarly, low frequency tones also amplitude-modulate the DPOAEs, where the modulation depth
is higher for quadratic than for cubic distortion products, despite their lower absolute levels (Drexl
et al., 2012). This effect is interpreted as a modulation of the operating point of the MET nonlinear
transfer function.

The SOAE response to low-frequency tones can be directly attributed to the unusual response
that the OHCs have to infrasound that is orders of magnitude more sensitive than that of the IHCs,
which ultimately determines the audio threshold (Hensel et al., 2007; Salt and Hullar, 2010). There
are three primary reasons for this peculiar low-frequency response (starting below 1000 Hz and
reaching 150 dB attenuation at 1 Hz for the IHC input; Salt and Hullar, 2010, Figure 3B): strong
attenuation by the middle ear (6 dB/oct, below 1000 Hz), shunting by the helicotrema (6 dB/oct,
below 100 Hz), and the fact that at low frequencies the OHCs respond to displacement, whereas the
IHCs respond to velocity changes (6 dB/oct below 500 Hz) (e.g., Dallos et al., 1972; Russell and
Sellick, 1983). The strong attenuation of infrasound by the middle ear and helicotrema suggests that
external tones have to be very loud in order to cause any discernible changes in local oscillations.
However, this may not be the case for low tones produced internally through nonlinear distortion.
For example, the same 30 Hz from Drexl et al. (2016a) could have been presented inside the cochlea
at 60 dB SPL instead of 120 dB SPL outside of it to obtain the same effect. Presumably, spatially
localized low-frequency distortion products can be of much lower level and have a more localized
effect if they are generated directly at the level of the reticular lamina. The special propensity of
infrasound to elicit auditory synchronization has been recently demonstrated using infrasound tones
(8 Hz) at threshold level and above, as can be learned from its frequency-following response (FFR)
even in the absence of any audible sound Jurado et al. (2023).

All these effects point to a sensitivity of the OHCs to low-frequency biasing and modulation,
which interacts with both the putative oscillator and the phase detector. However, injecting the
system with such low-frequency inputs is unlikely to be exactly equivalent to a generation of a
similar distortion product (phase error signal) within the organ of Corti in the presence of an external
stimulus. Therefore, establishing a phase-correction effect within an auditory PLL is likely to require
more delicate experimentation in which the complete loop is in operation. If this system indeed
works as a PLL, then it is not far-fetched to hypothesize that it has evolved to isolate against
external low-frequency noise as much as possible, in order to eliminate spurious biasing of the PLL
feedback loop, as well as to maintain a biologically useful crossover between vestibular and acoustic
frequencies (Lewis, 1992).

9.8.2 Putting together the auditory PLL

Now that the three PLL components have been identified, we can put them together to make a full
circuit. What was omitted from the account above, though, is the somatic motility of the OHCs,
which receives the low-frequency error signal as a voltage input from the phase detector and should
move accordingly (Evans and Dallos, 1993). If the somatic motility amplifies the error signal, then
it effectively injects additional power to the open-loop path, which can be taken as gain along with
the low-pass filtering. This interpretation may be supported by a recent in-vivo measurement of
quadratic distortion products in the gerbil, which showed that the maximum vibration amplitude is
not sharply tuned and is confined to a relatively small “hotspot” that includes the OHCs and the
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Figure 9.4: The auditory PLL with the three usual components of phase detector, low-pass
filter, and oscillator, along with an amplification that probably functions as loop gain. The
dashed arrow can function as the passive path for the signal, which goes directly to the IHCs
and can be dominant at very low or very high levels, when the PLL does not lock, or when
there is damage to the OHCs. Otherwise, the output from the PLL and the OHCs is coupled
to the IHCs, most likely through the tectorial membrane. An additional control input was
added to the somatic motor due to the olivocochlear efferent bundle to the OHCs, which is
discussed in §16.4.2.

Deiters’ cells (Cooper et al., 2018). If it is accepted that the source of the distortion product is
the MET channels, then these findings suggest that the phase error is amplified between the hair
bundle and the Deiters’ cells—along the OHC soma®®. The idea that somatic motility amplifies
the distortion product may also be deduced from findings by Jia and He (2005), who showed in
cochlear preparations of gerbils and prestin-knock-out mice that OHC electromotily is necessary for
voltage-induced hair bundle motility at medium or large amplitudes. Only small amplitudes could
be supported by direct electrical stimulation of the hair bundle when electromotility was inactive.
However, ultra-high-frequency (> 40 kHz) hearing was nevertheless present in prestin-knock-out
mice (Li et al., 2022).

The feedback loop of the cochlear PLL may work as follows. The hair bundle moves with
spontaneous frequency in the vicinity of the resonance of the BM, which is not necessarily detected
in otoacoustic recordings. At the CF resonance, the signal carried with the traveling wave causes
shear forces to deflect the OHC hair bundles, which mix with the local spontaneous oscillation. The
spontaneous and incoming signals are multiplied as a result of the MET channel nonlinearity, but
only the low-frequency products pass through as ionic current into the OHC soma. The current
causes respective electromotile contractions and elongations of the soma, which in turn feed the
local oscillation of the hair bundle. As the local oscillation becomes synchronized to the external
signal, the distortion product gets closer to zero, and the somatic motility becomes minimal. The
oscillator itself is coupled to the IHCs (probably through the tectorial membrane; Hakizimana and
Fridberger, 2021) which transduce the phase-locked output to neural action potentials. See Figure
9.4 for a corresponding diagram of the PLL. While all the components are found within one OHC,

8Note that this is not the interpretation given by Cooper et al. (2018), who did not discuss the actual source
of distortion. The authors considered the gradient of the distortion product level to be aligned with the forward
sound path, from the basilar membrane to the reticular lamina, instead of a reverse effect that we propose here.
However, the reticular lamina response always showed a phase lead relative to the basilar membrane, which supports
our interpretation.
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it is fully embedded in the organ of Corti, which provides the right amount of coupling to the BM
vibrations, as well as isolation between the different parts of the system—mainly below and above
the reticular lamina. Note that the entire system is bandlimited by virtue of the passive cochlear
filter.

A positive feedback design in the organ of Corti has been hypothesized many times starting from
Gold (1948), but with amplification as its foremost goal (e.g., Kemp, 1980; Davis, 1983; Bialek and
Wit, 1984; Kemp, 1986; Patuzzi et al., 1989; Dallos, 1992; Yates et al., 1992; Robles and Ruggero,
2001; Lu et al., 2006; Bell, 2007; Ashmore, 2011; Avan et al., 2013 and Fettiplace in Ashmore
et al., 2010). The PLL uses a negative feedback loop, which is nevertheless susceptible to instability
because of the gain in the low-pass filter stage and the delay that the loop incurs, which can turn the
feedback to positive under some conditions. The feedback loop described above has the same route
as the one described in Avan et al. (2013, Figure 4), although with somewhat different details that
need not be contradictory. The other feedback mechanisms cited above involve returning energy
back to the traveling wave in the BM as part of the loop, sometimes with the explicit requirement for
a cycle-by-cycle amplification (e.g. Dallos, 1992), which is yet to be demonstrated in vivo (van der
Heijden and Versteegh, 2015b; Ren et al., 2016b; He et al., 2018). Instead, our PLL model makes
this particular design requirement obsolete at phase locking frequencies.

9.8.3 Interim discussion

While the above arguments do not constitute a direct empirical proof for the existence of a PLL in
the cochlea, they entail a reorganization of known mechanisms of the OHCs that suggests a novel
solution to several puzzles. These include the difficulty to establish a valid model for the cochlear
amplifier, partly due to the time-constant problem, as well as a clearer delineation of the roles of the
hair bundle and somatic electromotility (for the extent of these controversies, see for example the
transcripts of discussions in Cooper and Kemp, 2009, pp. 468-482; see also Ashmore et al., 2010).
However, the regenerative amplifying nature of the system makes the ear a nonstandard design as
far as PLL theory goes. Here we have a set of oscillators that are running at very low levels, may
provide more gain than typical PLLs in lock, and possibly retain some inertial oscillations after the
input signal terminates. Such a circuit may require a more refined modeling effort if proven correct.
Most likely, many of the insights obtained by nonlinear dynamic models that have been applied to
the OHCs (Hudspeth, 2014) can be reframed as part of a PLL design, although it is not certain that
approaching the problem from its nonlinear dynamics is the simplest approach to the problem.

There are additional hints that suggest that the PLL design is probably incomplete in its own
right. For example, the various extracellular and perilymphatic currents may still have roles in
auditory signal processing that are not captured in the PLL model, or that provide access for dynamic
biasing of some of the PLL parameters. There are additional operating point changes and efferent
connections to the OHCs that suggest a complex function (e.g., Fettiplace, 2017). Finally, as is
theorized in §11.6, the OHCs produce modulatory changes on the basilar membrane stiffness, which
impacts the velocity of the traveling wave that seems to result in a phase modulation (time-lens).
These stiffness changes are dependent on the same somatic motility as is thought to be oscillating
with the phase detector output, which may not correspond to the modulation required for stiffness
modulation through the Deiters cells. Therefore, at present it is not clear how the PLL and time
lensing functions coalesce and whether they interact (but see §16.4.2).

Other critical issues about the putative oscillator remain unanswered. Are different oscillators
shared between channels? Can every inner hair cell have its own local oscillator? Or are there
several dominant oscillators that serve multiple channels in their vicinity? Is there any substantive
difference in oscillation capability between apical and basal sites? Is there any function for basal
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high-frequency circuits where they cannot provide phase locking to the carrier frequencies? Are the
multiple OHCs in every row perfectly synchronized?

9.9 Corollaries to the PLL

In this section we return to what has originally motivated us to search for an auditory PLL: the
conservation of coherence between the mechanical and neural domains. However, coherence con-
servation cannot be unconditional and is dependent on the specifics of the PLL operation and its
ability to lock in to arbitrary signals. While we do not have quantitative details about the actual
operation of the putative PLL, it will be insightful to consider some of its properties that are central
to its operation. Definitive answers to many of the questions that are raised through the analysis
below will have to wait for careful testing of the theory in the future. Nevertheless, a few attempts
will be made to provide qualitative bounds on the PLL behavior that follow from theory and from
diverse empirical findings.

9.9.1 What signals can acquire lock?

PLLs require coherent inputs to lock onto signals with deterministic phase. Pure tones are obviously
coherent, as are different kinds of modulated pure-tone carriers. In contrast, true random Gaussian
noise is incoherent by definition and does not contain any predictable phase structure to lock onto
(but see §9.9.2 for some qualifications). Most realistic signals fall somewhere in between—they are
partially coherent—so they can be locked onto with some error that corresponds to their incoherent
part (e.g., Eq. 8.21).

Synchronization to more complex signals than pure tones has been demonstrated as well. Phase
locking in the cat was demonstrated with upward and downward linear FM ramp with slopes of
up to 15.7 kHz/s, as long as the instantaneous frequency was within the channel’s bandwidth
(Sinex and Geisler, 1981). Also, sinusoidally frequency-modulated tones are phase-locked at low
carrier frequencies (<1-2 kHz) and low modulation frequencies in the ventral cochlear nucleus of
the guinea pig (Paraouty et al., 2018). Synchronization to synthetic speech vowels has also been
demonstrated a few times. For example, in cats, formant components dominated the synchronized
response, along with distortion components, as some other frequencies were suppressed (Young and
Sachs, 1979). However, the synchronization strength varied significantly across the spectrum and
did not necessarily achieve the full strength as pure tones would, maybe because of suppression.
The synchronization strength was relatively robust down to a SNR of 9 dB. Additional evidence for
the negative effect of noise on auditory nerve (steady-state) phase locking was shown to be stronger
with poorer SNR and broader noise bandwidth in squirrel monkeys (Rhode et al., 1978). Similar
findings were shown in the tree frog (Narins and Wagner, 1989) and to a lesser degree in the bullfrog
(Freedman et al., 1988). Phase noise “cleaning” and high robustness to noise are not uncommon in
electronic PLL designs—a feature that makes them appear as sharp narrowband filters.

Lock acquisition is more difficult to establish based on FM psychoacoustic data, which suggest
that temporal processing may be effective for very slow modulation rates, but probably not so
much for fast rates (§6.4.2). In a study that tested discrimination between different glide shapes
that connected two frequencies over a fixed duration (i.e., with different curves of instantaneous
frequency), the average performance of listeners was not very sensitive and detection could be
explained mainly using a place of excitation model (Thyer and Mahar, 2006). These results, as well
as those reviewed in §9.9.5 and the example provided in §15.9.4 may suggest that the auditory
system capability to lock onto frequency glides is limited.
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9.9.2 Is there any spurious or residual phase locking even if the PLL
receives incoherent signals?

Synchronization to an input can take place when it has a well-defined phase function over a narrow
frequency band, so that any ambiguity about the resultant output can be avoided. The narrowband
constrains the range of instantaneous phase changes that are permitted around the linear phase
progression of the center frequency. Thus, the input signal provides some predictability for a PLL
that reacts to the input within a fraction of a period without getting out of lock. Broadband
noise signals are, by definition, random, which means that their phase is also random and cannot
be predicted. Still, even a random carrier may carry low-frequency information in the envelope
domain that is slowly varying and nonrandom. In hearing research, synchronization to the envelope
is also referred to as “phase locking”, occasionally, which can be confusing, because it fails to imply
that different detection processes may be employed to lock to the carrier and to the envelope.
Synchronization to the envelope can be achieved using noncoherent detection, without resorting to
carrier phase locking, which occurs on a much shorter time scale.

There has been significant research about auditory phase-locking to broadband noise—both
continuous and clicks (for an exhaustive bibliography of broadband studies see Heil and Peterson,
2017). At the heart of the studies that tested phase locking to noise is the assumption that stationary
noise can reveal the inner workings of the linear and static nonlinear auditory processing, as the
effects of any dynamic nonlinearities (e.g., spike generation, refractory period) are relatively minor,
or can be circumvented in analysis (de Boer and de Jongh, 1978; Eggermont, 1993). A consistent
finding is that the auditory nerve locks onto the characteristic frequency of the channel, on average,
which reflects the auditory filter resonance (e.g, Ruggero, 1973; Louage et al., 2004). The main
explanation for this apparent contradiction (of locking to noise) is that the phase-locked response to
broadband noise is dominated by low-frequency components that represent slow modulations to the
characteristic frequency carrier of the auditory channel (e.g., Heil and Peterson, 2017). It can be
seen, though, that relatively high frequencies are not tracked and the phase locking better represents
the envelope of the filtered signal (e.g., Mgller, 1983, Figures 9C-D, 10C-D). The extent to which
the channel coheres the random noise can be gathered from measurements that display quantities
that are similar to coherence time, such as the cross-correlograms in Mgller (1983, Figures 1 and
3) and the “Difcor®®” half-width in Louage et al. (2004, Figure 7). Typically, both measures are less
than 1 ms long and get gradually shorter as the characteristic frequency increases. These values can
be compared with simple calculations of bandpass-filtered white noise in Figure A.1, which produce
somewhat longer coherence times, depending on the filter type, order, and center frequency.

In light of the present auditory PLL theory, the underlying assumptions and interpretation of the
broadband phase-locking studies are unsatisfactory, for two reasons. First, the assumption that the
auditory channel can be modeled using a static nonlinearity is wrong, given an active phase-locking
device, be it a PLL or other. A PLL would appear linear in steady-state only, but its transient
response is dynamically nonlinear and not static—it depends on the initial conditions of the input
and on the previous state of the system (i.e., whether it is already in lock)—it is not memoryless.
Furthermore, the transient response to coherent signals is degraded by random noise, which is the
very signal that is being tested.

The second reason is that phase locking fundamentally depends on the degree of coherence of
the input signal, which is used as reference phase. As the input is initially bandpass-filtered by
the passive cochlear mechanics, the input to the PLL is more coherent than the original stimulus.

89The Difcor is derived from the shuffled correlogram—itself a variation of cross-correlation that was adopted to
spike trains (Joris, 2003). The Difcor is suitable to test synchronization to the temporal fine structure of the signal
(Louage et al., 2004).
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Therefore, even random broadband noise that is completely incoherent at the input can acquire some
residual coherence once it goes through a bandpass filter, depending on its bandwidth (Reddy and
Kirlin, 1979; Jacobsen and Nielsen, 1987, §A.2 and §8.2.8). This is the general effect we derived
of the increased temporal coherence between the output and the input of a bandpass filter, which
depends on its bandwidth only. While the auditory channels are relatively sharper at high frequencies
than they are at low frequencies (e.g., Glasberg and Moore, 1990; Shera et al., 2002; Figure 11.12,
right), they are much narrower at low frequencies in terms of their absolute bandwidth—the primary
parameter of coherence time (§8.2.4)—and hence appear to be more coherent. The low-frequency
components that are extracted from the spectrum (Heil and Peterson, 2017) exhibit spurious phase
structure primarily as a result of the broadband input becoming partially coherent. To properly
track broadband noise, a PLL must have instantaneous lock-in time and large hold-in range that
can accommodate arbitrary phase modulation within its bandpass—unphysical requirements. Even if
spurious low-frequency components in the filtered noise can be captured by the PLL’s lock, they tend
to vanish quickly in real stochastic noise, so the PLL would get in and out of lock intermittently. We
will revisit this topic in the context of the psychoacoustic response to narrowband noise modulation
input (§13.4.5).

In conclusion, in experiments that employ noise-only stimuli, the noise serves as an energy
source that activates the channel—including any oscillators in its range. The actual phase of the
noise is immaterial, except for instantaneous low-frequency phase trajectories that are formed by
the cohering passive bandpass filter. In the communication engineering framework, this situation
maps to noncoherent detection, as amplitude modulation data can still be extracted from such an
input signal without its carrier phase. Broadband synchronization data do not represent true phase
locking as is understood to be possible below 4 kHz, but rather it relates to very short-term tracking
that is at most of the order of the coherence time of the filtered signal and directly depends on the
filter bandwidth. It is therefore not clear whether the PLL module has any role in achieving this
slow synchronization.

Despite the reservations about using broadband noise in synchronization measurements, a great
deal of information can be gathered from such data, as long as care is taken in interpreting them.
Several such studies will be cited throughout the text.

9.9.3 What is the approximate pull-in time?

Phase locking is achieved within a finite duration. Since the knowledge about phase locking is based
on discrete neural spike patterns, usually measured in steady-state, it may be difficult to estimate
the pull-in time of the PLL, especially since it may co-occur with neural transient phenomena, such
as refractoriness and adaptation. Note that we do not distinguish here between the pull-in and the
lock-in times, since we miss the necessary details about the PLL architecture to tell them apart.
However, the pull-in time is longer than the lock-in time and may be easier to observe in the right
conditions.

Auditory nerve adaptation to 300 ms tone bursts in the gerbil was effectively modeled using two
frequency-dependent time constants: one that describes the rapid changes after onset and is on
the order of 0.5-4 ms, and another short-term time constant that is an order of magnitude longer
and characterizes the discharge pattern before the steady-state response (Westerman and Smith,
1984). During rapid adaptation, the spike rate is much higher than in the short and steady-state
stages and is sensitive to intensity changes. The time constants decrease with frequency. Rhode and
Smith (1985) measured the auditory nerve responses to 25 ms tone pips in cats, which enabled better
resolution of the rapid stage of the adaptation that was largely in agreement with the gerbil data.
Phase synchronization was not reported quantitatively, but from the peristimulus time histograms,
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it appears almost instantly with relatively little jitter.

In the chicken, refractoriness has been shown to improve the synchronization and entrainment
of 40 ms low-frequency tone bursts in the auditory nerve, whenever the period was larger than the
refractory period (Avissar et al., 2013). Additionally, the jitter of single-unit responses to the same
tone bursts was about equal during the 10 ms onset and offset duration of the stimulus, which
suggests uniform phaselock precision throughout (Avissar et al., 2007). However, the first 2.5 ms
of the signal onset (a ramp) was excluded from the analysis, so the full transient effect may have
been lost. Finally, measurements of the cat’s auditory nerve show decreased synchronization and
entrainment during the first 5-8 ms from the onset of the low-frequency stimulus—a duration that
can count as part of the adaptation period (Heil and Peterson, 2017, Figures 8A and 8B).

In addition to direct physiological effects, it is plausible that the locking-in stage has perceptual
correlates as well. For example, a tone burst sounds like a click without tonality if it is extremely
short, below the click-pitch threshold. Doughty and Garner (1947) found that for tone bursts
presented at 110 dB SPL this threshold is shorter than 4.5 ms for frequencies above 1000 Hz and
decreased slightly up to 8000 Hz (4 ms)®®. Thresholds were higher for lower levels and frequencies
below 1000 Hz. Somewhat longer tonal threshold were found as a function of the number of periods
at 60 dB by Mark and Rattay (1990). Shorter thresholds for tonality were uncovered by Mohlin
(2011), who used much improved methods to control for loudness and introduced proper attack
and decay to the envelopes to avoid extra peaks in the spectrum. While the definition used was
not exactly identical to the click-pitch threshold by Doughty and Garner (1947), the just-audible
tonality threshold values were as low as 2.6 ms for 8000 Hz bursts and were often below 3 ms for
frequencies above 3000 Hz and up to 20-23 ms at 150 Hz. Despite these results, we do not know if
the pitch perception corresponds to a locking in period in the periphery, or if it depends on a critical
time constant that is more central.

The above evidence may be indirectly indicative of the existence of finite but short PLL lock-in
time for tones—on the order of 2.5-10 ms, or longer at low frequencies and levels. This duration
overlaps with the rapid adaptation stage, although the exact interplay between it and psychoacoustic
correlates has to be further explored.

9.9.4 What is the pull-in (capture) frequency range for a given
auditory channel?

In principle, because of the presumable multiplicity of OHC oscillators, the totality of the cochlea
may achieve simultaneous phaselock in multiple channels, subject to the effects of suppression.
Within a single channel, the input to the PLL is bandlimited by the cochlear filter before any phase
locking takes place. When the synchronization of a single auditory-nerve unit is measured as a
function of frequency, it overlaps with the range of its tuning curve only for low-frequency CFs,
but at high frequencies (above 1 kHz) phase locking diminishes quickly and the response no longer
reflects the filter. For example, in the guinea-pig, it was shown that for a fiber with CF of 600
Hz, the synchronization is nearly constant for a range of 200-1000 Hz with no clear peak, while for
CFs of 2 and 3.5 kHz, the tuning curves were not predictive of synchronization, which was limited
to low frequencies only (Palmer and Russell, 1986, Figure 2). Similarly, in measurements of the
chinchilla’s auditory nerve of both low and high CFs, apical (average driven rate was maximum
at CF = 413 Hz) synchronization strength was nearly independent of frequency at 200-2000 Hz
(Temchin and Ruggero, 2010, Figure 6). A more basal measurement (CF = 2477 Hz) revealed a
bandpass synchronization response that had a sharp peak below 1000 Hz. For all CFs, maximum

90The first such experiments were reported by Mach (1886/1959, pp. 266—268), who found much longer thresholds
for pitch (20-30 ms at 128 Hz), using a rather crude method.
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synchronization strength as a function of CF was highest below 1000 Hz and then gradually fell to
negligible phase locking for fibers with CF > 4 kHz and had somewhat better phase locking for
fibers with CF < 4 kHz (Temchin and Ruggero, 2010, Figure 7). The authors concluded that the
differences found between apical and basal sites of the chinchilla are suggestive of other mammals
as well. Data from the rat suggest that at very high CFs, synchronization in the auditory nerve is
negligible also at low frequencies unless they are intense (> 60 dB SPL), although it progressively
improves in the ventral cochlear nucleus and trapezoid body of the olivary complex (Paolini et al.,
2001).

These results suggest that the bandwidth of the PLLs is relatively broad, as long as the carriers
are low frequency. The effect of the cochlear bandpass filter is not apparent in many cases—
synchronization bandwidth is broader at low frequencies and is anyway limited to them, while at
high frequencies it drops. What cannot be gathered from these and similar measurements is what
the cause of the phaselock is: weak synchronized within-channel OHCs that correspond to the
IHC and its fiber, or perhaps OHCs of a remote channel that resonate with the tone and are
weakly coupled to the channel under test. Either way, the low-frequency range may be suitable for
coherent detection of only low-frequency carriers, or perhaps for coherent detection of low amplitude-
modulated frequencies across the audible spectrum. This can be justified in light of the findings of
amplitude-demodulated baseband frequencies caused by the intermodulation distortion in the organ
of Corti, which were identified by Nuttall et al. (2018). Theoretically, the baseband components
can be coded by the auditory nerve independently of the carrier, given that the auditory nerve in
mammals is not tuned.

A large PLL bandwidth suggests a proportionally large loop gain (which usually goes as the
square root of the bandwidth in higher-order PLLs). However, the exact relation depends on the
PLL order and on other parameters, so no further statements can be made based on the available
data.

9.9.5 What changes in the input signal can pull the PLL out of lock?

Changes in the input reference stimulus are potentially capable of pulling the PLL out of steady-state
lock. The higher order the PLL is, the more resilient it is to higher-order abrupt changes in the
phase function derivatives. Three types of changes are customarily examined: phase step, frequency
step, and frequency ramp. A well-designed PLL should be able to track the changes while in lock
if they are within its pull-in range (slow) or hold range (fast). A lower-order PLL may struggle to
maintain lock and can accumulate phase error in the process, mainly outside of its hold range.

Phase step

The phase step is the most basic signal available to test the PLL transient response. It was tested
using a modified slot pattern in a mechanical siren, which produced a phase step of half a cycle
and sounded as an interruption in the tone (Hartridge, 1936). It was explained using the cochlear
resonator theory of the time, but without any formal proof or quantitative data to support it. Informal
tests by the author confirm that the phase step creates an interruption and in some combinations
of short durations and carriers, it sounds like the tone effectively starts afresh and becomes double.
However, if the phase step is small (around 10° at 500 Hz and increasing to about 25° at 6000 Hz),
it becomes imperceptible. When the duration is very short, it sounds like the tone is superimposed
with a harshness at the step, but its tonality is not broken. It can be shown that the spectrum
of a phase-stepped tone shows a slight spectral broadening of the spectral line, which may not be
sufficient to provide a spectral cue for detection. Audio demos for different combinations of carriers
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and phase steps can be found in /SECTION 9.9.5 - FREQUENCY AND PHASE STEPS/PHASE
STEPS/.

An indirect effect of phase step may have caused erratic thresholds in a tonal gap detection
test by Shailer and Moore (1987). A 200 ms tone (200, 400, 1000, and 2000 Hz) in notched-noise
masker was tested, with the gap duration applied at its middle. The gap threshold as a function
of gap duration was monotonic only when the phase of the tone was made to be continuous, so
it continued from the same phase as though the signal continued uninterrupted. When the phase
started anew or was reversed after the gap, the threshold oscillated until it settled at longer gaps
(4-10 ms, with longer times for short frequencies). This response could be only partially explained
by the ringing of the filters that decays over a few milliseconds after the sound subsides. However,
no combination of time constants was able to fully account for the results, so the authors suggested
that the effect could be also related to phase locking that has to settle before and after the gap.
This explanation also coincides with the PLL model, where the local oscillator retains its lock, at
least for a few milliseconds after the sound has ceased, and requires a finite duration to obtain lock
to the new phase, after a phase step.

Frequency step

The second basic test for the PLL transient response is a frequency step, which was explicitly
reported only once as well. A frequency step is perceived as a click if larger than a semitone, unless
it is compensated with an adequate amplitude change (Neustadt, 1965, abstract only). Once again,
an informal listening test by the author, suggested that the effect of the step is to produce a subtler
interruption than the phase step, which is less noticeable than a click. A large step (say, 10-20%
of the carrier) sounds less harsh than a small step. When the duration of the tone is long enough,
then even a small step (e.g., 0.1%) is noticeable. Placing the step in the zero crossing has no
perceptible effect. Another interesting effect is the apparent continuity of the pitch change, which
for small steps may sound more like a ramp than a discrete step—something that may reflect a
transient locking-in duration. Audio demos of different carrier and step combinations are available
in /SECTION 9.9.5 - FREQUENCY AND PHASE STEPS/FREQUENCY STEPS/. As in the phase
step, the putative PLL seems to track this change well, for the most part, although large steps may
not tracked per se, but are taken over by other channels, maybe with their own PLLs, which avoids
any click-like change.

Frequency ramp

A single study directly tested phase locking in the cat of upward and downward frequency-modulated
ramps—the third basic signal that is commonly considered for the PLL. The authors used the inter-
stimulus spike intervals as a proxy for instantaneous frequency and showed that it follows closely
the instantaneous period of the ramps, or its subharmonics, for slopes up to 15.7 kHz/s, as long
as the corresponding instantaneous frequencies were within the passband (Sinex and Geisler, 1981,
Figure 10). Unfortunately, the temporal resolution of the original plots does not allow for close
inspection of the phase tracking precision—especially in the largest slope, which occurs over about
30 ms, but appears almost like a vertical line in the plots. In another study that tested the phase
locking to sinusoidal FM in ventral cochlear nucleus (VCN) units, no degradation of synchronization
was reported as a function of the maximum frequency velocity, which depended on the modulation
frequency and index (Paraouty et al., 2018)°!.

9n the sinusoidal FM of Eq. 6.34, the frequency velocity is zero, but we can replace the sine with a cosine in
the phase term to obtain a maximum velocity of Aw around the carrier. From Eq. 6.31, Aw = w,,Aw. In Paraouty
et al. (2018), the maximum f,,, was 10 Hz, and the maximum Aw = 0.32w.. Taking f. = 2000 Hz, we obtain
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In a psychoacoustic pitch matching test in humans, tones that were simultaneously frequency
and amplitude modulated (triangular modulation at 6 Hz) did not elicit equal pitch as did pure tones
of equal carriers (440-1500 Hz) (lwamiya et al., 1984). Therefore, the AM and FM interacted and
the pitch was either overestimated or underestimated as a function of modulation depth. When
either the AM or the FM was switched off, the pitch matching was still imperfect. This suggests
that insofar as pitch reflects frequency tracking, then it is not instantaneous in humans at these
frequencies.

In a series of psychoacoustic experiments, Demany and colleagues showed how the pitch of slow
and wide frequency-modulated sounds is perceived asymmetrically with respect to instantaneous
frequency trajectories, as peaks are always perceived more distinctly than troughs (Demany and
McAnally, 1994; Demany and Clément, 1995a,b, 1997). So, for example, musicians perceived fewer
notes in a frequency-modulated melody than in a discrete-tone version of the same melody, which
had its notes placed in the peaks and troughs of the continuous melody (Demany and McAnally,
1994). In another experiment, it was found that the asymmetry was smaller for a center frequency
of 4000 Hz than 250 and 1000 Hz, which suggested that the effect depends on phase locking or on
the lack thereof (Demany and Clément, 1995a). While a satisfactory explanation for this effect is
lacking, it was hypothesized that the perception of the peaks and troughs relies, at least in part, on
memory, which suggest that the effect is retroactive and central in nature (Demany and Clément,
1997). These results may be reinforced by those from d'Alessandro et al. (1998), who tested the
perception of the start and end frequencies of synthetic vowel glissandos of different durations
and extents. Subjects’ judgment could be modeled using a weighted time average, in which the
extremities received more weight than intermediate frequencies. In another study that tested the
pitch matching between asymmetrical (but periodic) FM patterns and a pure tone, subjects tended
to assign a higher or lower pitch than the geometric mean (either 1 or 2 kHz) (Etchemendy et al.,
2014). The direction of the difference was determined by where the asymmetry was and its relative
degree. Modeling had only a limited success and could produce approximately correct predictions
using a weighted average of the instantaneous frequency across several channels.

Other studies focused on the discrimination of the rate of linear frequency ramps and found
that subjects were able to match it across different frequency ranges (Divenyi, 2004), as well as to
discriminate between different slopes (Pollack, 1968; Nabelek and Hirsh, 1969; Dooley and Moore,
1988). The slope of frequency acceleration could be discriminated as well, although not as well as
the frequency velocity (Divenyi, 2004).

A few studies tested the continuity illusion of frequency glides that are interrupted either by silence
or a white noise burst, to find out how well listeners match the frequency trajectory before and after
the interruption. Depending on the task, this requires the listeners to perform an interpolation of
the trajectories they hear before or after, or an extrapolation of the sound before the interruption.
Ciocca and Bregman (1987) employed logarithmic frequency glides that were interrupted by a loud
white noise burst before it was continued again from a different frequency. It was found that subjects
were able to match the initial trajectory of the glide (slope and initial frequency), as though the
noise was not there, effectively interpolating the sound, often with a correct starting point and slope,
on average. Kluender and Jenison (1992) found that with bark-scale (logarithmic) glides disrupted
by white noise, listeners tended to underestimate the required post-noise glide. The steeper the
glide was, the larger was the underestimation. This corresponded with the underestimation of linear
frequency slopes composed of discrete tonal pulses interrupted by noise that was observed by Pollack
(1977). However, his results are difficult to interpret because of the unspecified pulses that elicit
constant pitch, ostensibly. Because the PLL should lock also to short tones, the results from these
studies may indicate that, at least in part, it is higher-level processes that are responsible for the

Af = 1020 Hz/s.
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incorrect matches, rather than to the poor tracking of the PLL. In any case, it is a given that a
correct answer in any of these tests is possible only if the listener is able to track the initial glide
well enough to be able to have the right frequency end point from which to interpolate/extrapolate.
Once this is achieved, higher-level cognitive processing may be involved that performs the actual
interpolation or extrapolation. Unfortunately, it makes the interpretation of incorrect results in these
studies ambiguous, as they can be attributed either to low-level tracking error or to an incorrect
cognitive process.

Conclusion

In summary, both physiological and psychoacoustic data that can be indicative of phaselock retention
are currently lacking and do not allow for a definitive verdict, especially with regards to linear
frequency ramps. The scant data about phase and frequency steps suggest that the PLL remains
locked, despite the audible brief interruption associated with the steps. Data from the cat show
a clear lock to linear ramps, but it is unknown how well the ramps were tracked, because of poor
display resolution. The various listening tests, which spanned across multiple channels (and perhaps
multiple PLLs), suggest that in some cases phase tracking lags and is not achieved in real time.
However, there could be alternative interpretations for the data and tasks, which would make this
conclusion uncertain.

This incomplete analysis can entail that the human PLL is second-order, which accounts for the
poor tracking of frequency ramps. This would match the loop filter response of the OHCs, which
according to one model could be first order, yielding a second-order PLL. If frequency-ramp tracking
turns out to be robust after all, then a third-order PLL may be a better model. Given that some
animals rely much more heavily on chirps, it is curious to know if their loop filter properties are
more clearly second-order. This applies mainly to bats, as some bat species compensate for Doppler
shifts in motion, which theoretically requires a third-order PLL. In reality, this may be unnecessary,
since bats appear to achieve their Doppler compensation noncoherently using combined amplitude
modulation synchronization and place information, rather than coherent carrier processing that would
require very high frequency phase locking (e.g., Pollak and Park, 1995).

99.6 Can the PLL become unstable?

A well-designed PLL should be unconditionally stable in the range of operation. Otherwise, it can
oscillate with no relation to the input signal. Therefore, a healthy cochlea should have no issue with
PLL stability. However, SOAEs that are uncontrolled, a form of objective tinnitus, may be a result
of unstable oscillators and PLLs, but is a relatively small fraction of tinnitus suffers—between 1.1%
and 9.05% (95% confidence interval, Penner, 1990). Loss of cochlear function is also often assumed
to be involved in subjective tinnitus cases, perhaps where dead regions are implicated (e.g., Henry
et al.,, 2014a). However, the fact that it is not generally accompanied with SOAEs may indicate
that the problem is of different nature and has a central cause.

9.9.7 What is the effect of the input level on the PLL response?

It was seen earlier that the PLL loop gain grows with the level of the input signal, which is one of
its characteristic nonlinear features. The effect of gain in any PLL order is to increase its bandwidth
and therefore its ability to track more variable inputs. However, in second-order PLLs and higher,
increasing the gain may cause instability and change the various phase locking parameters (e.g.,
lock-in time, hold-in range). Therefore, maintaining relatively constant level to the PLL can make
its operation more predictable and stable.
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Intensity effects in neural phase locking are well-documented, so this is only a brief overview of
the main ones. The auditory nerve spiking rate to phase-locked tones increases with intensity below
70 dB SPL in the squirrel monkey, and it remains saturated at higher levels (Rose et al., 1967).
However, the synchronization strength itself also peaks at 60 dB SPL, but is nearly saturated already
at 35 dB SPL and grows only marginally from there. At high levels there is a slight deterioration
in synchronization. Somewhat different values were measured for the cat in terms of the peak
intensities of the rate and synchronization functions, although the general trends are the same (Heil
and Peterson, 2017, Figure 8G-H). In the chinchilla, synchronization saturates at low levels in low-
frequency fibers, whereas in high-frequency fibers synchronization keeps increasing with level, also
in terms of its bandwidth (Temchin and Ruggero, 2010, Figure 6). In the guinea pig, it was shown
how in high-frequency channels (> 1 kHz)—where no phase locking is measurable—intensity does
not have any effect and synchronization remains poor (Palmer and Russell, 1986).

The effect of increased bandwidth with higher intensity can be predicted from the PLL theoretical
point of view, as the PLL bandwidth and transfer general is dependent on the input level (Eq. 9.12).
However, the saturation of synchronization with input levels is nonstandard and may be related to
other factors in the cochlear PLL design and the compressed dynamic range of the neural signal.
There could be a design benefit to maintain a more or less stable input level that achieves a good
phase locking, despite input fluctuations. A similar function was hypothesized by Carney (2018) with
emphasis on envelope synchronization rather than on phase locking to the temporal fine structure.

9.9.8 Conclusion

The above analysis revealed a few of the main features of the auditory PLL in a qualitative manner,
albeit patchy. Thus, any conclusions made here will remain at least somewhat uncertain until the
system can be analyzed in a more rigorous manner. Nevertheless, this level of analysis is sufficient
for the present work, which requires the PLL function primarily in order to be able to account for
coherence conservation between the acoustic signal and its neural representation.

The PLL appears to be second-order—or perhaps third-order allowing for efficient linear FM
tracking—with relatively large bandwidth that is also level-dependent but dynamically limited. It
has a pull-in time of less than 7-10 ms for most signals and probably much less (1-3 ms) in the
case of simple changes (perhaps tapping to the hold-in time instead). Lock is maintained in adverse
SNR conditions, but broadband noise itself appears to have some residual coherence that makes it
not entirely random, as PLL theory normally assumes. The PLL is limited to low-frequency carriers,
which vary between species. In humans, the lock is strongest for carriers below 1 kHz and appears
to become negligible at 4-5 kHz.

There are several aspects that make the auditory PLL unusual within standard PLL theory. The
main one is that it contains a chain of tuned PLLs that roughly correspond to channels, which
are activated simultaneously and are weakly coupled. The individual PLL is also level-limited and
amplificative, and its output is neurally and nonuniformly sampled. Furthermore, there is a duality
between the mechanical OHC oscillator and the neural spike generator that involves spontaneous
discharging and internal synchronization between the OHCs, IHCs, and auditory nerve. Differences
between the biological and electronic systems are to be expected, although the fundamental principles
and related concepts from the electronic and control PLL theory appear to hold for the biological
one as well.
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9.10 Further PLLs downstream

This chapter has dealt primarily with the most well-documented kind of phase locking in the auditory
system, whose origin was traced to the cochlea, but is normally studied by observing neural spiking
patterns. However, the advantages of using a PLL are not limited to high-frequency and low-level
auditory processing. As we saw earlier, the PLL can be synchronized to an external signal and
dispense with the need for a local clock to process it coherently. Phaselock is also robust against
noise and various changes in the signal that are not predictable otherwise, which can make it appear
like a narrowband filter. Thus, the possibility that the brain employs neural PLLs (NPLLs) may be
attractive in the realization of higher-level synchronization functions.

NPLLs have been hypothesized in different contexts than hearing (Hoppensteadt, 1997; Ahissar,
1998), which were recently extended to hearing as well (Ahissar et al., 2023). Simple NPLL models
are based on a VCO neuron model that is embedded in various neuron networks, which are studied
with respect to their nonlinear dynamics, amongst other aspects (Hoppensteadt, 1997). In another
class of models, it was proposed that NPLLs may be common thalamocortical modules that are
instrumental in the transformation between a temporal code to a rate code (Ahissar, 1998; Ahissar
and Arieli, 2001). Examples were provided primarily from tactile and visual data, but the principles
are general enough to be applied to any modality. The involved frequencies that are synchronized
to in rate coding in the NPLL scheme are relatively low compared to those in hearing (smaller
than 14 Hz; Ahissar and Arieli, 2001). It is hypothesized the NPLL thalamocortical loops may be
concentrated in the non-lemniscal areas of the auditory thalamus, where it can point the auditory
cortex to home in on the syllabic onset of, for example, at typical running speech rates (Ahissar et al.,
2023). However, auditory encoding shifts to a rate code mainly around the IC, where the maximum
frequencies are in the hundreds of Hertz, with only few instances of rate coding documented in
the cochlear nucleus for the carrier but not the envelope (Joris et al., 2004). Feedback loops of
different sorts are found in the auditory system, given its widespread efferent system. This includes
thalamocortical loops that have been hypothesized in the context of tinnitus (Eggermont, 2012, pp.
201-202), or in attention switching between auditory streams (Kondo and Kashino, 2009). Different
neural oscillators exist in the subcortex as well (e.g., the chopper cells in the CN and IC), which may
hypothetically function as local oscillators with a feedback loop. There is no particular reason why
an NPLL cannot be conceived further upstream from the thalamus, where it can be used to improve
or maintain phaselock, or synchronize together (bind) different events and control processes.

One hypothetical use of NPLLs is to facilitate synchronization to undetected modulation-band
modes, which are not available on the level of the individual cochlear channel and require inputs
across channels. Direct physiological evidence for different across-channel integration of coherent in-
formation has not been framed with respect to NPLLs, though. Different mechanisms may exist that
can achieve coherence or synchronization manipulation. The example of coincidence detection was
briefly mentioned in §8.6, as a popular neural model for nonstationary coherence detection between
different inputs, mode-locking was mentioned in §9.7.2, and broadband information contribution in
processing was suggested by Pressnitzer et al. (2001).

9.11 Detection schemes with and without phase locking

Our discussion has revolved around the function of one major phase-locking site, which we identified
as the auditory PLL, whereupon it was briefly considered that additional sites could exist that pro-
duce a similar function in the brain. Hence, auditory synchronization phenomena do not stop in the
cochlea or in the auditory nerve and can take additional forms that may not be independent of one
another: within-channel coherence manipulation, across-channel synchronization, and modulation
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Figure 9.5: A cartoon illustration of the hypothetical operating point of the coherence in
the auditory system. The abscissa designates the degree of coherence of the stimulus. The
auditory degree of coherence is designated by the ordinate, which relates to the phase-locked
neural signal somewhere in the system after the cochlear PLL. The blue circle on the middle
curve marks a hypothetical operating point which may be further cohered (i.e., its synchro-
nization increased and be more than the input degree of coherence) by pushing the curve
upwards, or decohered with the absence of phase locking or the addition of phase noise by
pushing the curve downwards, as marked with the red diamonds. There may be advantages
in both types of processing in different situations.

phase-locking within and across channels. Advantages exist to increasing or decreasing the synchro-
nization in all types of processing, depending on the stimulus and context. Theoretically, such an
accommodation in synchronization may be instigated either locally or through top-down control.
These ideas will be explored in some depth after we discuss auditory sharpness and blur, which we
argue are ultimately determined by the degree of coherence of the stimulus (§15). According to this
logic, an increase in synchronization of any kind of object enhances its sharpness over a background
that is less coherent, or that became desynchronized through processing (or dysfunction) in what
we shall later refer to as auditory accommodation (§16). These functions might be helped by the
availability of NPLLs throughout the auditory brain.

How do these additional synchronization manipulations square with the idea that the auditory
PLL conserves the input coherence? The PLL and the ensuing neural synchronization endow the
system with an initial degree of coherence that closely corresponds to the acoustic input (within
some limitations, see §9.5). However, by not maximizing it right at the beginning of the processing
chain, the system may be benefiting from an operating point from which it may be simpler to
decohere/desynchronize the signal or to further cohere/synchronize it (Figure 9.5). Which way
the processing should go then likely depends to some extent on top-down control that can bias
the processing in order for the auditory scene analysis to go as desired, within physical limitations.
Therefore, the auditory PLL may provide the system with the potential to conserve the coherence,
rather than relay a fixed coherence associated with the input. The PLL feeds into several pathways
that can be processed as coherence-conserving, coherence-enhancing (sharpening), or decohering
(blurring). Some of it is determined by virtue of the input signal itself (e.g., if it is completely
coherent or incoherent). As the majority of realistic stimuli are partially coherent, they may benefit
from dual processing: coherent and noncoherent.

Acknowledgment of a dual-processing strategy, beyond the traditional duplex pitch (Licklider,
1951b, 1959) and binaural models (Rayleigh, 1907b), has begun to emerge in literature. It embraces
the distinction between the slow temporal envelope and the temporal fine structure (TFS—an indi-
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cator of phase locking to the carrier; see §6.4), rather than choose one over the other. Examples can
be found in discussions about the avian brainstem processing (Sullivan and Konishi, 1984; Warchol
and Dallos, 1990), in the attempt to associate the TFS and the envelope with the where/what
streams (Smith et al., 2002), an extension of dorsal and ventral stream model to the brainstem in
(Pickles, 2012), normal speech spectrograms are a combination of both envelope and TFS process-
ing that are about equally balanced—almost irrespective of vocoding (Shamma and Lorenzi, 2013),
normal and impaired balance of TFS and envelope processing (Henry and Heinz, 2013; Anderson
et al., 2013; Hao et al., 2018; Parida et al., 2021), binding of TFS and envelope responses to bin-
aural stimuli (Luo et al., 2017; Wang et al., 2018), differential processing of AM and FM tones as
inferred from inconsistent internal noise levels required in modeling (Attia et al., 2021), and mixed
place/time pitch models (de Cheveigné, 2005; Moore, 2013; Oxenham, 2022)°2. As some studies
demonstrated how one of these two processing types prevails using different stimuli and conditions,
different models selectively indicated which type of processing (envelope or TFS) is required for
a particular task (e.g., speech reception, pitch discrimination, localization, musical listening). We
would like to reframe this discussion from a communication standpoint.

As was argued in §5.3.2, being a communication system, the auditory system has to detect,
or demodulate, arbitrary signals that were modulated in arbitrary ways at the source. Each of the
two general detection types excels in the demodulation of some signal types and not in others.
The PLL necessarily belongs to a coherent detection scheme, but as was seen in §9.9, it is not
unconditionally effective and can sometimes be out of lock even within the phase-locking limit.
This can happen, for instance, with incoherent signals, in transience (while locking), or because
the acoustic signal propagates toward the listener and picks up noise and becomes distorted, so its
initial degree of coherence changes. In such cases, it is advantageous to have noncoherent detection
that is more general and can intercept the signals that for whatever reason cannot be coherently
detected. Parallel coherent and noncoherent detection can therefore provide a fail-proof strategy for
processing arbitrary sounds in arbitrary conditions. Hypothetically, the doubly-detected product—
the demodulated message—can then be optimally weighted and mixed to produce a superior output.
Optical images were interpreted as two-dimensional communication in §5.4.1 and as such they can
visually provide a demonstration of the difference between coherent and noncoherent detection.
Examples are given in Figures 8.3 for a gradation of coherent, partially coherent, and incoherent
images, and in Figure 9.6 for extreme differences between incoherent and coherent imaging.

Out of the different available experimental methods that have been used to demonstrate envelope
or TFS processing in different conditions, the frequency following response (FFR) is probably the
only one that can reveal concurrent information of both processing types. The FFR is a brain
potential measurement technique, whose response to sustained and transient sounds corresponds
to the low-frequency range (typically < 2 kHz; up to 1.4 kHz phase locked response has been
observed by Bidelman and Powers, 2018) of broadband signals at a short latency from the input
(Moushegian et al., 1973). The potential is the summation of multiple areas in the brain and is
not necessarily well-localized, although the inferior colliculus (IC) has been usually implicated as the
strongest source compared to other subcortical and cortical areas (Chandrasekaran and Kraus, 2010;
Tichko and Skoe, 2017; Coffey et al., 2019; Bidelman and Momtaz, 2021). The FFR generally relies
on synchronization to different parts of the signal that include a mixture of envelope and TFS. It
is possible to estimate the phase locking to TFS by repeating the FFR measurement with inverted

92A somewhat different dual-processing strategy was proposed more openly by Coffey et al. (2016), regarding
the pitch perception of different listeners. Perceived pitch was correlated with frequency-following response (FFR)
recordings, which related either to the spectral contents of the stimulus (physical spectrum) or the periodicity pitch, as
in the case of the missing fundamental, which requires additional processing. The latter strategy was more dominant
among musicians.
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Figure 9.6: Two images of a polished slice of agate rock back-lit by an incoherent LED source
(left) and a coherent laser source (right). The laser beam was spread with a diverging lens
and a glass diffuser and its center can be observed in the brightest point from behind the
agate. More technical details about the sources are in Figure 8.3. These images illustrate
how the information about the object can be observed using both types of illumination, which
nevertheless produce different effects. The incoherent image is smooth and clear, whereas the
coherent image appears grainy, as the light scatters from the various imperfections in its path
and in the agate.

polarity (in anti-phase) (Aiken and Picton, 2008). Because the auditory nerve codes only half the
wave (Brugge et al., 1969), the polarity inversion forces it to code the half-wave that was rejected
in the noninverted run. Subtracting the responses of the two runs eliminates the common factor,
which is taken to be the slow-varying temporal envelope, so the remainder is then the response
to the fast-varying TFS, or FFRyps = (FFR, — FFR_)/2, where the sum yields the envelope,
FFRenyv = (FFR; + FFR_)/2.

It should be emphasized that the relative magnitude of the FFR measurements necessarily de-
pends on the degree of coherence of the signal that is being heard. As was seen in §5.3.1 and
throughout the present chapter, processing the carrier phase requires coherent detection, whereas
the envelope can be detected both coherently and noncoherently. Therefore, we can roughly consider
FFRgny data to be telling of noncoherent detection and FFR7rg of coherent detection. Partially
coherent signals can always be represented as a weighted sum of the incoherent and coherent parts of
the signal (Eq. 8.21), so in principle, this role division can be universally suitable for arbitrary signal
coherence. However, this method cannot tell us with confidence that the temporal envelope was not
processed by coherent detection mechanisms—only what was certainly not detected noncoherently.

The FFR sensitivity to the degree of coherence is useful in quantifying the effects of broadband
noise and reverberation on hearing. As was mentioned in §5.3.1 and §9.3, an effective PLL should be
able to provide more robust detection of coherent signals in low broadband noise than noncoherent
detection—especially at a poor SNR level. A good illustration of this was shown in normal-hearing
chinchillas, where the FFRrg for speech in pink-noise-masker (high-pass filtered at 600 Hz) had
discernible low-frequency (< 750 Hz displayed) peaks at 0 and -20 dB SNR, whereas FFRgny
hardly had any in that range (Parida and Heinz, 2021, Figures 4-5). Additionally, at 10 dB SNR or
less, the FFR7rg power was larger than that of the FFR gy .

It is also interesting to consider the effect of reverberation that decoheres the signal, so that the
direct sound may remain coherent (if it is coherent to begin with), whereas cumulative reflections
gradually decohere it. Thus, we would expect to observe effective coherent detection only at the
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onset of the stimuli, as long as the reverberation time is not too long. In normal-hearing listeners, it
was found that the fundamental frequency of a vowel is almost immune to the effects of reverberation,
while the power of the formant harmonics decreases with increasing reverberation time (Bidelman
and Krishnan, 2010). While these results are based only on the standard envelope FFR (with
no polarity inversion), they are consistent with the idea that reverberation decoheres the parts of
the signal that are best detected coherently. In contrast, the fundamental pitch can be detected
noncoherently and is therefore more robust to decoherence.

As a final note, it should be mentioned that a pitch extraction algorithm has been recently intro-
duced, which is based on a digital PLL-like principle—the Period-Modulated Harmonic Locked Loop
(PM-HLL) (Hohmann, 2021). The PM-HLL is based on variable delays that track the period of the
signal (narrowband, or broadband with multiple PM-HLL implementations) and does not employ an
oscillator per se. It has been shown to be highly efficient and precise in tracking the pitch of complex
signals, including frequency sweeps and complex tones. The processing has additionally implemented
qunatization and stabilization, as is prescribed by the auditory image model of (Patterson et al.,
1992; see §1.4.2). While the algorithm does not attempt to adhere to the auditory physiology, its
advantage in accounting for TFS processing has been briefly discussed.

9.12 Conclusion

This chapter introduced an auditory PLL model that tailors aspects of operation of the mechanical
cochlea and neural phase locking—two auditory subsystems that are known to work in concert,
but are not usually modeled together. Additionally, the model provides a continuous link, if only
conceptually, between the stimulus coherence and the degree of synchronization that is found in
the auditory nerve and beyond. While it is undoubtedly speculative in spirit, much of the evidence
that is required to make such a system work is already in place. A degree of speculation, however,
may be inevitable in the analysis of any system that works as a loop. Breaking the loop into
individual subcomponents makes little sense in explaining the function of such a system as a whole.
If accepted, the PLL model has the potential to explain a range of physiological and psychoacoustical
phenomena, as all sound that is transduced has to pass through it.

As part of the entire work presented here, the role of the PLL model is relatively minor, perhaps
with the exception of the analysis of likely mechanisms to drive auditory accommodation (§16.4).
It has been developed in order to shed light on the continuity of the signal coherence between the
external environment and the brain. Certain aspects of temporal imaging depend on the degree
of coherence that the signal or the system have. Therefore, without a clear account of how the
coherence function propagates up to the level of perception, much of that discussion will stay murky.
This has also been the main reason for not delving into quantitative modeling of the auditory PLL,
which is undoubtedly necessary in order to provide the full picture about this system. However, with
the amount of unknowns and the general difficulty to simulate PLLs (let alone a chain of coupled
PLLs), this likely deserves a lengthy treatment in its own right.

Even if the PLL model will be eventually rejected, a PLL-like modeling should still be valuable in
providing deterministic answers to the standard parameters that are generally employed to charac-
terize phaselock. Some of these parameters were explored in §9.9, but data to confidently estimate
them have been generally lacking.

In the second half of this work, the ideas of separate coherent and incoherent processing will be
discussed using an imaging optics theoretical framework, which considers the two types of processing
as two extremes that are key in the understanding of partially coherent processing.
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